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Abstract

This paper describes a collaborative project designed to meet the needs of communities interested in Ge'ez language texts – and other under-resourced manuscript traditions – by developing an easy-to-use open-source tool that converts images of manuscript pages into a transcription using optical character recognition (OCR). Our computational tool incorporates a custom data curation process to address the language-specific facets of Ge'ez coupled with a Convolutional Recurrent Neural Network to perform the transcription. An open-source OCR transcription tool for digitized Ge'ez manuscripts can be used by students and scholars of Ethiopian manuscripts to create a substantial and computer-searchable corpus of transcribed and digitized Ge'ez texts, opening access to vital resources for sustaining the history and living culture of Ethiopia and its people. With suitable ground-truth, our open-source OCR transcription tool can also be retrained to read other under-resourced scripts. The tool we developed can be run without a graphics processing unit (GPU), meaning that it requires much less computing power than most other modern AI systems. It can be run offline from a personal computer, or accessed via a web client and potentially in the web browser of a smartphone. The paper describes our team’s collaborative development of this first open-source tool for Ge’ez manuscript transcription that is both highly accurate and accessible to communities interested in Ge’ez books and the texts they contain.

Introduction

This paper summarizes an interdisciplinary collaborative project to create an easy-to-use open-source tool that converts an image of a manuscript page written in the historical Ethiopian script of Ge’ez into a transcription using Optical Character Recognition (OCR).

OCR tools can transform the life of a text in a digitized manuscript by rendering its images readable and searchable. This ability allows readers to engage directly with the contents of manuscripts and significantly eases the tasks of those describing or cataloging endangered collections or obsolescing files. OCR thus has a pivotal role in the preservation of historical texts into the future. However, recent years and new users have brought into focus a range of ethical challenges in the evolving
field of digital preservation of cultural heritage, emphasizing the need for any digitization to serve first and foremost the needs and wishes of the communities who created and safeguard the cultural heritage being preserved [ManZuch 2017] [Liuzzo 2019, 239] [Sutherland and Purcell 2021].

With this in mind we have designed an open-source tool that is accessible outside of a university setting, that can transcribe batches of images with no requirement that the text generated through transcription leave the control or the home environment of the person running the program. Our tool has low operational requirements in terms of computing power, and it does not require an internet connection to run, although we have also created a web interface to demonstrate it on a line-by-line basis. It can be used broadly by students and scholars of Ethiopian manuscripts to create a substantial and computer-searchable corpus of digitized and transcribed Ge’ez texts.

Our tool advances AI-driven methods of OCR for manuscripts, through adaptable strategies that can be used to enhance research on other under-resourced textual traditions. The software itself is agnostic to language, and thus, although we have developed it for the specific context of cultural heritage preservation of Ge’ez language texts, we hope it will be of interest to other groups, as it can be retrained easily for other languages and scripts given a new JSON file. In this paper we thus describe our own process for preparing ground-truth, and we include some discussion of how to adapt it to a new context in the final stages of the paper.

Background on the Ge’ez Language

Ge’ez is largely considered to fall within the North Ethiopic subgroup of Ethiopic Semitic languages [Weninger 2005, 732]. Other languages in the Ethiopic Semitic language family include Amharic, Tigre, and Tigrinya [Appleyard 2005, 51] [Weninger 2005, 732]. Ge’ez has a distinctive script, which — unlike some other Semitic languages, such as Hebrew and Arabic — is read from left to right. The script’s characters are phonetic, and arranged in a table called by members of the Ethiopian community a fidäl, rather than in a sequential alphabet. We reproduce a sample table in Appendix A of a fidäl consisting of 245 characters laid out on thirty-five rows across seven columns with the inclusion of characters specific to Amharic script used in some personal and place names, and additional characters representing labiovelars or semi-vowel glides. Words in Ge’ez script are formed by concatenating characters, and words are separated by a character that looks very similar to the colon punctuation mark, ‘፡’. Sentences are separated by a ‘double-colon’ looking character, ‘፡፡’. Sometimes, the end of a sentence is indicated by ‘፡’. Semicolonics are indicated by the character ‘׃’. This punctuation system developed over time, and thus older documents often lack the usage found in later documents. The Ge’ez numerical system has different characters for digits from one to nine, separate characters for numbers that are multiples of ten, and a character for the value ‘hundred’.

Ge’ez served as the dominant written language in the Christian kingdom of Ethiopia from the 3rd century until the mid-16th [Kelly 2020, 25]. Today, Ge’ez continues to be used as a liturgical language and tongue of poetic expression both in the Horn of Africa and in the Ethiopian diaspora. Ge’ez is also associated with a living, though endangered, manuscript tradition; manuscript production in Ethiopia continued robustly into the mid- to late-20th century [Winslow 2015, 7–12]. An estimated 200,000 Ge’ez manuscripts, primarily from the 14th century onwards, still survive in Ethiopia [see an overview in [Nosnitsin 2020, 289]], and are kept by the churches and monasteries of the Ethiopian Orthodox Tawahedo Church, as well as public institutions such as the Addis Ababa University’s Institute of Ethiopian Studies (IES) and the National Archives and Library of Ethiopia [Bausi 2015, 47].

The continuity of this living manuscript tradition, however, has become critically endangered in Ethiopia.[1] Recognizing the need to document it, a range of international collaborations since the 1960s have endeavored to preserve records and create facsimile surrogates of Ge’ez manuscripts in situ through cataloging, photography, microfilming, and digital images [Stewart 2017]. Our project consulted digital facsimiles of 17 manuscripts imaged in Ethiopia by Donald Davies (1968); the Ethiopian Manuscript Microfilm Library (EMML) (1973–1994); the Endangered Archives Programme EAP432, led by Mersha Alehegne Mengistie (2011); the Ethiopian Manuscript Imaging Project (EMIP, 2005) directed by Steve Delamarter; Michael Gervers and Ewa Balicka-Witakowska’s digitizations of books at Gunda Gundê Monastery (2006) in association with HMML; and the project Ethio-SPaRe: Cultural Heritage of Christian Ethiopia — Salvation, Preservation, and Research, led by (2009–2015, funded by the European Research Council), led by Denis Nosnitsin (Universität Hamburg, Hiob Ludolf Centre for Ethiopian and Eritrean Studies). The digitized images we accessed are now under the care of the Hill Museum and Manuscript Library (6 manuscripts); EAP (1 manuscript); EMIP (4 manuscripts), and Ethio-SPaRe (6 manuscripts). See Appendix B for further details on these manuscripts and the availability of their digital surrogates.

The digital age has ushered in a new wave of international collaborations and research trips focussing on manuscript documentation and image preservation in Ethiopia. Meanwhile, the digitizing of historical microfilms has come to be a separate and essential source of manuscript images. Some of the most important and early collections, including the UNESCO and Ernst Hammerschmidt–Tanasee projects of the 1960s and some of the EMML projects, are in microfilm form. The pace of microfilm digitization has taken decades longer than expected, and the most important and largest of these collections (the EMML collection) still has a significant percentage of image sets unavailable in any digital form. In certain cases, decades after these projects, the whereabouts of the manuscripts the microfilms represent cannot be confirmed, rendering the microfilm effectively the book’s only extant witness. Other important microfilm collections represent Ge’ez manuscripts historically based outside Ethiopia, such as the Library of Congress’s microfilmed collection of manuscripts held at Sinai, or the University of Utah’s microfilms of the manuscripts of the Ethiopian Orthodox Church in Jerusalem. Digitization of microfilm collections greatly increases their accessibility; it has been a priority for institutions such as HMML and the Bibliothèque nationale de France (BnF), and continues to be a pressing need in the field — bringing attendant needs for metadata and appropriate cataloging.

Ge’ez OCR and Our Contribution

A range of resources and digital tools are under development to build upon the above imaging efforts and to facilitate broad access to the precious cultural heritage these manuscripts represent — for a recent overview, see [Liuzzo 2019, xxv–xxxii]. To support these and other projects our work contributes a tool: an open-source OCR transcription algorithm that can be widely used by students and scholars of Ethiopian manuscripts to create a computer-searchable corpus of transcribed and digitized Ge’ez texts, and which can be retrained to serve other historical scripts and languages.

Our open-source tool is the first to facilitate end-to-end AI-driven transcription of Ge’ez, but our team has learned from previous projects in developing its unique affordances. Daniel Yacob’s work on Unicode standards for Ethiopic languages defined the text characters used for automatic transcriptions of Ge’ez manuscripts, making this entire endeavor feasible [Yacob 2005]. Siranesh Getu Endalamaw’s 2016 thesis, which introduced a deep learning-based artificial neural network approach to recognize text in Ge’ez manuscripts [Endalamaw 2016] and recent work by Fitehalew Ashagrie Demilew and Boran Sekeroglu [2019] on Ge’ez character recognition were constrained to the classification of pre-segmented characters. While this is an important step in a text recognition tool, it does not lead to readable text output, and the results are not directly compatible to what we present in this paper. Daniel Mahetot Kassa and Hani Hagras [2018] discuss the issue of segmentation of digitized images into individual Ge’ez characters. Segmentation plays an important role in transcription accuracy, but our tool does not require character-level segmentation. With respect to languages close to Ge’ez, OCR for modern Amharic has also been explored by Fitsum Demissie [2011].

Looking beyond Ge’ez, a number of projects have focused on the transcription of handwritten manuscripts and documents of medieval European and colonial origin.
Transkribus is a more complete computer-aided transcription platform that does have some Ge'ez support [Kahle et al. 2017]. While it offers a similar feature set to our tool, there are several key differences. In a broad sense, our software can be run locally, and is free and open-source, allowing users to add functionality as they see fit. Transkribus offers more sophisticated layout analysis tools, but requires the user to upload documents to an external server, raising questions about intellectual property. Transkribus’s performance is comparable to the algorithm proposed in this paper under certain conditions. We have included a more detailed comparison of the two tools and performance on our data in the results section below.

In building our tool we were aware of some of the ethical challenges that Ge’ez digitization projects face more broadly — particularly with respect to issues of selection, copyright and access, short- and long-term stewardship, and appropriate uses of those images once created.[2] As Lara Putnam argues, “the digitized revolution is not inherently egalitarian, open, or cost-free” and digital corpora can threaten the “place-specific learning that historical research in a pre-digital world required” [Putnam 2016, 389, 377]. A nuanced discussion of these issues is not possible here and we do not attempt it, although navigating them is the central work of several of our team members, who have published on this elsewhere. [3] In this project we have endeavored to operate under principles of community-driven development and open collaboration, focussed on issues of access. This work too is still ongoing — we describe some next steps, including accessibility mechanisms in the technology for further community engagement, at the conclusion to this paper.

Data Collection and Collaborative Workflow

Collecting ground-truth data, or labeled examples from which the algorithm can learn, is always one of the biggest challenges when implementing a machine learning-based tool, but this rings especially true for specialized handwritten text transcription tasks. Historical documents often require significant domain expertise in ancient languages and scripts to read, meaning that the data collection process cannot simply be outsourced to human intelligence crowdsourcing services like Amazon Mechanical Turk. Furthermore, documents such as these, when transcribed by humanists, are typically not in a format that is suitable for use as ground-truth. When consolidating into an edition, edits are made that make the documents more accessible, but also make the result unsuitable for use as ground-truth for an algorithm, since it no longer represents a one-to-one (diplomatic) transcription of the original text.

One of the most important aspects of our collaboration was facilitating the collection of ground-truth data with which to train the algorithm. We experimented with two different workflows for this collection. In one method, co-author Eyob Derillo (SOAS, University of London: Asian & African Collections Reference Specialist at the British Library) transcribed samples of whole pages of text from two manuscripts from Gunda Gundê Monastery, viewable on vhMML’s Reading Room interface as GG 00004 and GG 00016 (see Appendix B). These manuscripts were chosen essentially at random with respect to content, but with pages screened for clear and readable appearance.

Our second method, developed and largely executed by co-authors Gelila Tilahun (University of Toronto) and Sam Grieggs (Notre Dame), emerged from meetings of the University of Toronto and Notre Dame teams with the Cannibal of Qemar project team led by co-author Steve Delamarter in collaboration with Wendy Belcher (Princeton University). The “Cannibal of Qemar” project is a research collaboration between EMIP and Princeton University, based on the foundation of decades of imaging and cultural heritage preservation work performed by Delamarter and others, as detailed above. Workers in the Qemar team including Delamarter, Jeremy Brown, Jonah Sandford, and Ashlee Benson had made diplomatic transcriptions of 95 manuscript witnesses of one of the best-known Tä’ämmerä Maryam (the Miracles of Mary) stories of the Ethiopian Orthodox Church — the tale of “The Cannibal of Qemar.” The Qemar team shared these transcriptions with the University of Toronto and Notre Dame collaborators as they did with Pietro Liuzzo of Hamburg University. With this contribution, our teams were able to make significantly faster progress towards an OCR reader, as Tilahun and Grieggs coordinated with Sindayo Robel (University of Toronto) and Enkneyelesh Bekele (volunteer) to lead the work to reformat the Qemar team’s transcription data into a format suitable for training.

Thus, the experimental data upon which we ultimately drew consist of images and transcriptions of lines of handwritten text from seventeen manuscripts written by scribes in Ethiopian church communities and monasteries between the sixteenth and twentieth centuries. As stated above, these manuscripts were originally imaged in Ethiopia with the consent and collaboration of their home institutions in a series of cultural heritage preservation projects between the 1960s and 2000s — see Appendix B for further details on these manuscripts and the availability of their digital surrogates.

The manuscripts are written on parchment folios, with text blocks divided into two or three columns depending on the manuscripts’ size. The majority contain compilations of Tä’ämmerä Maryam (the Miracles of Mary) stories of the Ethiopian Orthodox Church. We drew our data from copies of a single text from this collection, specifically, the tale of “The Cannibal of Qemar.” The full tale of “The Cannibal of Qemar” is described in approximately twelve to eighteen columns of writing. The sequential reading of the story starts from the top of the leftmost column and continues down to the end of the column. The story then continues from the top of the closest right column. Below is an image of two pages/folio sides from our manuscript image repository.
Data Pre-Processing

For all of the manuscript samples, we have digital images of the handwritten texts and corresponding transcriptions in standard unicode. These transcriptions have been prepared by human experts and the accuracy of the transcriptions has been thoroughly verified. For each manuscript, we prepared two files: an image file and a text file. For each manuscript, starting from the column and line at which the Qəmr text begins, we sequentially worked our way down the column by manually cropping an image of each of the lines separately and copying them onto the image file. These cropped line images were sequentially numbered. In the text file, we copied the transcribed text that corresponded exactly to the cropped-and-copied line images. This way, the line number of a cropped line image corresponds exactly to the line number of a transcribed text. Since the goal of the project is to train a handwriting transcription algorithm, we note that if the scribe of a manuscript inadvertently misspelled or omitted a word, or left out a punctuation mark, the training transcription does not make a correction.

When pre-processing the data, there were a few things that were left out from consideration. For example, when we encounter rubricated words, such as a mention of “Mary” (ማርያም) or “Son of Christ” (ወልደክርስቶስ), the textual information is recorded in a homogenous color, and we thus do not capture the rubrication. Similarly, the rubricated parts of punctuations are also recorded in a homogenous color. In addition, pictorial illustrations, as well as their associated text bubbles, are omitted in the transcribed texts. Therefore, scribal information conveyed through the emphasis of rubricated words or pictorial illustration will not be available. Below is an excerpt of a pictorial reproduction of the “The Cannibal of Qəmr” tale.
Synthetic Ground-Truth Generation

One of the reasons that automatic document transcription is such a worthwhile task is that it is a very expensive process to transcribe documents manually — in both time and money. Unfortunately, this also means that the process of collecting ground-truth data is similarly resource-intensive. This is especially true for texts like Ethiopic manuscripts, which require specialized knowledge to read. Therefore we also make use of synthetic ground-truth data — i.e., images generated using transcriptions for which we don’t possess a corresponding original image, for training purposes. Such data helps us account for variance in the documents that will ultimately be transcribed by the trained neural network model in the transcription tool.

21,873 lines transcribed from the legacy of the hagiographic Christian tradition in Ethiopia were used as the basis for generating the synthetic data. To better match the formatting of our real data, the text lines were assembled into 106,616 images, since the real data we were working with were in a 2-column format, with significantly fewer words per image than using the lines associated with the formatting in this separate transcribed text. Therefore, we added additional line breaks, such that the resulting images contained a similar distribution of the number of words per line as the dataset of real documents.

This data was provided by the Textual History of the Ethiopic Old Testament Project, and represents a gold standard for direct transcription data [Assefa et al. 2020]. As their goals were textual analysis, they went to great lengths to ensure the transcription recorded was directly what was written on the page, which increases its value as a representation of handwritten Ge'ez. The synthetic ground-truth text was generated using the Text Recognition Data Generator, with special fonts added to account for the unicode characters used in Ge'ez script. Examples are shown in Figure 3.

A Deep Learning-Based Transcription Algorithm for Ge'ez

Convolutional Recurrent Neural Networks (CRNNs) are commonly used for the task of handwritten text recognition [Shi et al. 2016]. A CRNN is an artificial neural network architecture that is specifically designed for sequential text processing and meant to be trained over many different image samples of writing. The resulting trained network is commonly referred to as a model, which represents the core functionality of any transcription tool. CRNNs have recently been used in transcription tools that have achieved state-of-the-art results on the IAM and RIMES datasets of handwritten text [Xiao et al. 2020]. The English IAM and French RIMES datasets are commonly used by the computer vision and document processing communities to benchmark handwritten text recognition tasks. Despite the significantly expanded character set, the CRNN technique can be applied to Ge'ez without a significant processing penalty.
CRNNs offer good performance, while not requiring excessive resources. In this case, we have found that it is reasonable to run a trained CRNN model at inference time without GPU acceleration, with CPU speeds of up to 4 lines of text per second on modern hardware from the past several years. However, even with the older hardware commonly found at under-resourced institutions, performance is still very good. For instance, on a 2013 Thinkpad T440p running Microsoft Windows we averaged 2.2 lines per second. While this is significantly slower than when processing on a GPU (usually more than 20 lines per second), it makes it possible to run this software to transcribe documents on just an old laptop. A GPU is still recommended to train models.

CRNNs work by passing the learned feature representations of a convolutional neural network into a series of recurrent layers that can analyze the text as a sequence. In essence, this means that the first convolutional layers of the network learn the parts of the image that are most important for identifying individual characters, encoding them into a sequence. This sequence is then analyzed by a series of recurrent layers that can understand context. This allows the model to understand, to some extent, which characters are likely to appear together, and to utilize that information when making a prediction about what an individual character should be.

While the specifics of the network can vary, we have drawn inspiration from the work of Joan Puigcerver [2017] and Shanyu Xiao et al. [2020], who use a base CRNN model with 5 convolutional layers which pass into 5 Bi-directional Long Short Term Memory (BLSTM) recurrent layers. We do not use any of the image rectification of Xiao et al.’s project. Additionally, we did not use dropout, a regularization technique that zeros out random parameters within the network to improve generalization [Srivastava et al. 2014], as extensively as they did. Only a pooling layer was dropped. Removing that layer appeared to marginally improve performance in our implementation. The exact architecture is shown in Figure 4. The code was written in Python using the PyTorch framework and is available on github.

The output of the network is not a string of text, but a matrix containing character probabilities for timesteps that roughly (but not exactly) correlate with a length of 4 pixels in the original image. For example, when the ground-truth is ኤተ፡ጕርዔሁ፡ዘእንበለ, and we just take the highest probability character for each time step, the output looks something like this (the '~' character represents a blank space):

```
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ስስስ
~~~~~~~~~~~~
ተተተ
~~~~~~~~~~~~~
፡чреж
~~~~~~~~~~~~~~~~
ጕጕጕጕ
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ርር
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
ዔዔዔ
~~~~~~~~~~~~~~~~~~
힘힘힘힘힘
~~~~~~~~~~~~
፡ çerçeve
~~~~~~~~~~~~~~~~~~~~~
ዘዘ
~~~~~~~~~~~~~~~~~~~~~~~~~~
እእ
~~~~~~~~~~~~~~~~~~
ንንنى
~~~~~~~~~~~~~~~~~~
በበበበ
~~~~~~~~~~~~~~~~~~~~~~
ለለ
~~~~~~~~~~~
```

Example 1.

This turns out to be a perfect transcription, because if we merge all the repeating characters not separated by blank characters (which to the network represent the end of a character) we get a matching transcription candidate of ኤተ፡ጕርዔሁ፡ዘእንበለ. This same example is shown graphically in Figure 5.
A loss function is the measure of performance that a machine learning model is optimized against. It is a differentiable formula that can be used to calculate the model’s accuracy. With this, we can measure the gradient of this function when we change the model’s parameters, ideally changing them to move towards a more optimal result.

For this work, we use a Connectionist Temporal Classification (CTC) loss, the most commonly used loss function in handwritten text recognition [Graves 2018]. The CTC loss attempts to evaluate the network’s prediction by taking all possible alignments of the ground-truth and the output matrix and finding the sum of the probabilities of the correct alignments. For a simple synthetic example, assume the network output shown in the top-most table of Figure 6. If the ground-truth transcription is "H," then the possible alignments are "HH," "~H," and "H~". This gives the probabilities shown in the center-left table, with the transcription receiving a CTC loss value of 0.76. The same process is illustrated for "h" and the blank character in the remaining two tables of the figure. Note that the blank character’s only possible alignment is "~~," based on the information in the other two tables. The training objective is to maximize the probability that we have the correct transcription, a probability which is well represented by taking the CTC loss of the network prediction.
Figure 6. Example calculations for the CTC Loss Function. The top table represents the raw network output, i.e., the probability that a character is present at each timestep. The lower tables show the calculation of the CTC loss for each possible character transcription.

Experiments

To evaluate the proposed transcription tool, a series of controlled experiments were performed over relevant Ge'ez texts drawn from the datasets that were prepared for the project. These experiments are described below.

Data Augmentation For Training Dataset

When performing character frequency analysis, we found that some of the characters in our dataset appeared very infrequently. Not only does this negatively affect the model’s ability to identify these characters, but it also limits our ability to assess the transcription performance on individual characters. To address this class imbalance, we generated new synthetic lines of text for the training and evaluation (validation and test) datasets. These lines were created by collecting all the individual words from both sets of texts and compiling a list of all the words containing each character. We then randomly selected words from this list such that each character appears a specified number of times in the training and evaluation sets.

Since we wanted to make sure that we did not overemphasize synthetic examples during training, we generated synthetic data for the training set until each character appeared 10 times. We did not add any synthetic data to the validation set used for model tuning during training, since the model is trained until performance plateaus on it, and we wanted to emphasize performance on images drawn from real manuscript pages. For the testing dataset, we added data until there were 100 examples of each character. While the model performs better on synthetic data because there is less variance (due to the limited number of fonts), it is trivial to evaluate the model both with and without the added synthetic examples. Thus with this methodology, we could get a more accurate depiction of performance on individual characters, without diluting performance on real manuscripts. Additionally, all images were augmented on-the-fly using the random elastic distortion technique of Wigington et al. [Wigington et al. 2017]. On-the-fly augmentation ensures that each image shown to the model is unique, and greatly reduces the opportunity for the model to simply memorize each image, or “overfit.”

CRNN Training

For a rigorous evaluation, we trained three CRNN models in two stages using different random initializations of the parameters that are adjusted as the model learns. First, each model was trained on a dataset made completely from synthetically generated text. These models are used as a starting point for the three models that will be used for the transcription task; each is then fine-tuned on the combination of real and synthetic data mentioned in the paragraph above. Specifically, these models were trained on 106,616 line images of Ge’ez text generated from transcriptions provided by the Textual History of the Ethiopic Old Testament Project [Assefa et al. 2020], with an additional 9,593 images created using disjoint text used as a validation set only during the initial training phase. This selection of text contained 234 different characters. We used an RMSprop optimizer with a learning rate of 3*10^-4, and each model was trained from a random initialization until it did not improve for 80 epochs.
We then proceeded to repeat this training process on our dataset of real Ga'ez manuscript images augmented with a selection of synthetic examples of rare characters using the three candidate models trained on the synthetic data as the starting parameters. This process is commonly known as fine-tuning, and is helpful to overcome domain mismatch between real and synthetic data. For the dataset consisting of real manuscript images, we have a collection of 1,510 lines from various manuscripts, including both high and low resolution color images, and also lower quality images scanned from microfilm media in black and white. Examples of these images are pictured above in Figure 7. 224 images were withheld as a validation set for this additional training run, which was used to evaluate the model after each epoch. Finally, 394 line images were held out as a test set, which were only used for a final evaluation of a model after all training was completed. This procedure was designed to ensure that the model is not overfit to the data that it has seen in training, and can generalize to unseen data as well.

**CRNN Evaluation**

The metric commonly used to measure transcription performance, Character Error Rate (CER) is calculated by counting the number of edits required to make the predicted string match the ground-truth string, and dividing that number by the length of the string. An example of this in English would be if a model outputs “Helo,” when the ground-truth is “Hello,” which would require a single edit, adding an “l” to correct it, making its “edit distance” 1. This is known as a “Deletion Error.” Similarly, if the model outputs “Hello,” we reach the ground-truth string by removing a single “l,” which also gives us an edit distance of 1. This is an “Insertion Error”. Finally, if the model outputs “Heflo,” we can achieve the target string by changing the “f” into an “l.” This also has an edit distance of 1, and is considered a “Substitution Error.”

To further emphasize what this means, some example mistranscriptions of the English string “The Quick Brown Fox Jumps Over The Lazy Dog” and their respective CERs are shown in Table 1.

<table>
<thead>
<tr>
<th>Proposed Transcription</th>
<th>CER</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;The Quick Brown Fox Jumps Over The Lazy Dog&quot;</td>
<td>0%</td>
</tr>
<tr>
<td>&quot;The Quick Brown Fox Jumps Over The Lazy&quot;</td>
<td>9.3%</td>
</tr>
<tr>
<td>&quot;Th Qick Bwn Fx Jmps vr Th Lzy Dg&quot;</td>
<td>23.2%</td>
</tr>
<tr>
<td>&quot;the quick brown fox jumps over the lazy dog&quot;</td>
<td>20.9%</td>
</tr>
<tr>
<td>&quot;th aick dlak fao bump the dog&quot;</td>
<td>60.4%</td>
</tr>
</tbody>
</table>

**Table 1.** Examples of Character Error Rates (CER) of varying degrees. Note that some types of errors are much more legible than others.

The results listed in Table 2 below as “Test” are a reflection of performance on data completely unseen during training time. These data are only used after choosing a model based on the results on the validation set, and help demonstrate model generalizability to unseen data. As a reminder, in order to evaluate performance across all characters, we balanced the test set using synthetic augmentations, so that each character appears at least 100 times. Since typeset characters are easier for our model, we included the results with and without these augmentations. While the results are not perfect, the average CER on the Test set is quite low, meaning the models are able to reliably recognize individual characters.

<table>
<thead>
<tr>
<th></th>
<th>Validation CER (%)</th>
<th>Test CER (%)</th>
<th>Test w/o Augmentations CER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>8.25%</td>
<td>6.35%</td>
<td>10.62%</td>
</tr>
<tr>
<td>Error</td>
<td>±0.31%</td>
<td>±0.88%</td>
<td>±0.32%</td>
</tr>
<tr>
<td>Best</td>
<td>7.71%</td>
<td>4.60%</td>
<td>10.08%</td>
</tr>
</tbody>
</table>

**Table 2.** Character Error Rate (CER) of our model on the Validation and Test sets of the data we collected. The performance is aggregated across 3 models. The ‘Best’ row refers to the model we trained that had the best performance, which is the one that would be selected for further use.

**Analysis of Transcription Mistakes**

While CER is a useful tool to measure performance across transcription models, it is somewhat lacking in assessing the readability of model output. A key question is whether or not the output will be useful to the reader. The human brain does not just sequentially classify each character individually when it reads, so some incorrect transcriptions are more problematic than others, since they make the transcription less legible. We can further analyze a model’s performance by looking at exactly what kinds of mistakes it is making. For this we consider the output of the best performing model. While there can be multiple shortest paths to edit a line of text into a specified target, we systematically generated sets of the minimum edits required to map the predicted strings onto the ground-truth text, and found the characters most commonly missed.

Considering the most commonly missed characters we find an interesting trend. The cutoff for the 90th percentile of most missed characters is a CER of 14.8% in aggregate. Table 3 shows the characters that make up the 90th percentile of most frequently misidentified characters. With the exception of two punctuation characters, we see that the vast majority of errors are substitution errors, and for many, greater than 30% of the total errors comes from one specific character.
In order to give Transkribus the best chance on our data, we uploaded each line image of the unaugmented test set to the project’s server and manually drew text region boxes around the whole text, lining boxes tightly around the text for each image. This is not quite the intended use case for Transkribus, since the platform supports whole pages, and has a number of automated segmentation tools, but it ensured a more direct comparison, with both tools seeing the same images.
Additionally, some of our images contain cropping artifacts, that is, some black space around the edge of the images. These tended to break Transkribus’s line segmentation, which is unsurprising, because it would be out of scope for what that tool has been designed to work with. The manual bounding boxes were intended to help give the best chance at dealing with these as well.

<table>
<thead>
<tr>
<th>Character Error Rate</th>
<th>Transkribus on that project’s Validation Set</th>
<th>5.16%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Transkribus on this paper’s Test Set</td>
<td>27.6%</td>
</tr>
<tr>
<td></td>
<td>Proposed tool on this paper’s Test Set</td>
<td>10.6% ±0.32%</td>
</tr>
</tbody>
</table>

Table 4. Comparison in performance on our Test Set using only real manuscript images.

From the results in the above table, we can see that Transkribus performs better on that project’s own data, but doesn’t generalize to our data with a similar level of performance. Note that our result is the average performance over three trained neural networks, but Transkribus only has one model for Ge’ez. By diving further into these results we see a pattern where the Transkribus model has trouble with cropping artifacts in some of our images where the lines were cropped using a Lasso selection tool to prevent overlapping text from being included in the image. The image itself is still a rectangle, so the areas outside of the selection are filled with a solid black color. This accounts for a great deal of the Transkribus model’s underperformance on our data because our model sees this at training time and knows how to handle it, while Transkribus does not.

We also found that the pattern of character-level errors was different between our model and Transkribus. On the unaugmented test set, we found that Transkribus had 166 replacement errors, 1034 deletion errors, and 18 insertion errors. Our model had 305 replacement errors, 22 deletion errors, and 152 insertion errors. A large portion of the deletion errors from Transkribus were due to an inability to process cropped microfilm images, where the black borders interfered with the transcription process.

The most important distinction between the two approaches is price. Our software is open-source and freely available to anyone who wants to use it, while Transkribus is a service that requires tokens. While they give a generous free allocation of tokens, because the transcription is run on the project’s own servers, there are maintenance costs associated with the upkeep. Thus additional tokens must be purchased for large tasks.

While we would recommend a GPU to train a model from scratch, our software can be run on just a laptop to transcribe the text, so it offers additional portability. Keeping the images local is also of some value. Situations often occur where uploading the images to an external server may cause intellectual property concerns. This is an issue we have encountered frequently when working with digitized manuscripts.

The Transkribus platform offers more sophisticated layout analysis software than our tool provides, and contains a variety of pretrained models for multiple languages available out of the box. Thus there are definitely use cases where it could be a more appealing option. For instance, the narrow question of OCR accuracy is not the only point of comparison that represents factors crucially important to the needs of scholars. The functionality of joint access to image and transcription provided by Transkribus, as well as its interface that connects (highlights) the location in the images with the location in the transcription, improves ease of use and the accuracy of the workflow. However, as our tool is completely free and open-source, it might be a more attractive option for people with internal tooling, since all of the source code is available to be integrated into a custom pipeline.

**Web Client and User Interface**

In order to showcase the functionality of our transcription tool, we designed and implemented a publicly accessible web demo which anyone can use to transcribe images of Ge’ez text. We prioritized making this website simple and user-friendly in order for scholars without extensive experience in computer science to use it. Software that utilizes neural networks is often seen as intimidating and prohibitively resource-intensive: we wanted to make sure that ours was accessible to end-users with more limited resources, and we kept in mind that many of these manuscripts are located in remote areas of Ethiopia, where it may be difficult to acquire and run large workstations with expensive GPUs.

The neural network that directly transcribes text was originally coded in Python, so we decided to program the website through Flask, a web framework that Python provides, in combination with HyperText Markup Language (HTML). Through Flask’s web framework, we were able to code input and output pages that allow for the presentation of clear results for the transcription of an input text, as well as efficient methods of inputting an image into the website. Specifically, we coded the functions of the opening and resulting pages in combination with HTML templates that arrange and outline each page. Using Flask’s Dropzone package, it was possible to support dragging an image into one of the site’s pages as a method of inputting it into the tool. Though we programmed a Dropzone area for a user to drag in an image of a piece of text, we also coded in an option for the user to upload an image to cater towards different circumstances. Once an image is successfully uploaded, the resulting page will display the uploaded image and the resulting transcription in a formatted table. The original image and the resulting transcription will be adjacent to one another in the output.

The website tool currently only accepts images of lines of text. We are currently working on a graphical user interface (GUI) feature that permits a user to input an entire page of text, similar to what our standalone tool supports (described below). The user would input the text in the same fashion. Utilizing contour analysis and thresholding functions within Python, the GUI feature permits the user to clearly distinguish text and eliminate noise within the image by adjusting different parameters on trackbars. Python’s OpenCV library includes trackbar functions that can be coded in the GUI feature. With these additional features, transcription accuracy and accessibility of the demo will be greatly enhanced.

This web interface is written in such a way that it can interface with a PyTorch backend. The server running this tool has no GPU, which demonstrates our software’s flexibility. The tool can be accessed at [http://docturk.crc.nd.edu/](http://docturk.crc.nd.edu/) and the code used to run it can be found at [https://github.com/rieggs/Ge-ez-HWR](https://github.com/rieggs/Ge-ez-HWR).
Automatically Transcribe Ge'ez Script

This tool allows you to upload an image of a line of Ge'ez text, and it will transcribe it automatically.

Directions:
1. Below is a boxed-off section where an image can be dragged and dropped or uploaded by clicking anywhere within the section. This website only allows one image to be inputted at a time.
2. Once an image is successfully uploaded, the website will display the clarified text and the uploaded image.
3. If a user would like to upload another image, they may click "back" to return to the starting page, and the image will be deleted.

Results

![Screenshot of transcription site.]

Additionally, we have a fully offline version that can be run locally on a user's computer. It can process segmented line images in batches of any size, transcribing entire directories of images all at once. This tool can be found at https://github.com/grieggs/Ge-ez-HWR, and instructions on how to run it are included in the repository. The offline tool also includes some simple software for segmenting lines semi-automatically. The offline version offers users the ability to train a new model from scratch, or to fine-tune an existing model on a specific dataset of interest. This feature works generically on handwritten text regardless of language, but we recommend using a CUDA capable GPU for training. All of this software is fully open-source and available under an MIT License. Thus anyone interested in using this software is welcome to branch these repositories and modify the code as needed without any restrictions.

Conclusion

The past decade has witnessed significant growth in the study and conservation of Ethiopian manuscripts and cultural history [Nosnitsin 2020, 282], including the large scale project Beta maṣḥǝft: Manuscripts of Ethiopia and Eritrea at the Hiob Ludolf Centre for Ethiopian Studies at the University of Hamburg (2016–2040, PI Alessandro Bausi). Yet compared with Western heritage materials, such as European manuscripts, Ge'ez manuscripts need more and better tools to aid their study and preservation. Gezae Haile argues there is “a greater need than ever for systematic recording/cataloging, conservation and digitization of Ethiopian manuscripts in Ethiopia” [Haile 2018, 41], and Liuzzo meanwhile notes a “major shift in focus” in the field of digital Ethiopian studies, “to the aim of creating resources available online” [Liuzzo 2019, xxiv].

We hope that our OCR tool will make a significant contribution to the broader project of resourcing digital Ethiopian studies. We also hope it will have significance for research into other historical manuscript cultures. Our tool fits an important niche in the automated document transcription space: a lightweight, offline, and open-source algorithm, with a high degree of accuracy, that both simplifies the process of building a transcription tool from scratch, and allows for keeping the data in-house. It can run at reasonable speeds without a GPU, meaning it will work on most modern laptops, even in contexts where users have poor internet access.

While our focus has been Ge'ez manuscripts, the tool as designed could also be used for other languages and scripts. Reworking the tool itself for a new language and script simply requires new ground-truth — the more the better, but a minimum of 1,000 lines — plus a GPU and computer scientist for the training process. We’ve included a case study for retraining on modern English text in our github repo, using the same steps that can be generalized to other languages. Our team recently met with a group of Sanskrit scholars led by Ajay Rao at the University of Toronto Mississauga, to discuss OCR — and the potential reworking of our tool — for transcription of Sanskrit manuscripts. Now that the core of this tool exists and is open-source, it is available for a new phase of development along these lines: scholars working in other fields on digitized manuscripts written in under-resourced scripts can tailor and frame the technology to suit their particular needs.
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**Appendix A: Transliteration Tables for Ge’ez Script**

<table>
<thead>
<tr>
<th>1st order</th>
<th>2nd order</th>
<th>3rd order</th>
<th>4th order</th>
<th>5th order</th>
<th>6th order</th>
<th>7th order</th>
</tr>
</thead>
<tbody>
<tr>
<td>ሉ ሊ ላ</td>
<td>ሌ ል ሎ</td>
<td>ሐ ሑ ሒ</td>
<td>ሓ ሔ ሕ</td>
<td>ም ሞ ሟ</td>
<td>ሠ ሡ ሢ</td>
<td>ሣ ሤ ሥ</td>
</tr>
<tr>
<td>ና ኔ ን</td>
<td>ኖ ኗ ኘ</td>
<td>ኙ ኚ ኛ</td>
<td>ኜ ኝ ኞ</td>
<td>ኟ አ ኡ</td>
<td>ኢ ኣ ኤ</td>
<td>እ ኦ ኧ</td>
</tr>
<tr>
<td>ከ ኩ ኪ</td>
<td>ካ ኬ ክ</td>
<td>ኮ ኯ ኰ</td>
<td>኱ ኲ ኳ</td>
<td>ኴ ኵ ኶</td>
<td>኷ ኸ ኹ</td>
<td>ኺ ኻ ኼ</td>
</tr>
<tr>
<td>ኽ ኾ ዀ</td>
<td>዁ ዂ ዃ</td>
<td>ዄ ዅ ዆</td>
<td>዇ ወ ዉ</td>
<td>ዊ ዋ ዌ</td>
<td>ው ዎ ዏ</td>
<td>ዐ ዑ ዒ</td>
</tr>
<tr>
<td>ዓ ዔ ዕ</td>
<td>ዖ ዗ ዘ</td>
<td>ዙ ዚ ዛ</td>
<td>ዜ ዝ ዞ</td>
<td>ዠ ዡ ዢ</td>
<td>ዣ ዤ ዥ</td>
<td>ዦ ዧ የ</td>
</tr>
<tr>
<td>ዩ ዪ ያ</td>
<td>ዬ ይ ጀ</td>
<td>ጁ ጂ ጃ</td>
<td>ጄ ጅ ጆ</td>
<td>ጇ ገ ጉ</td>
<td>ጊ ጋ ጌ</td>
<td>ግ ጎ ጏ</td>
</tr>
<tr>
<td>ጐ ጑ ጒ</td>
<td>ጓ ጔ ጕ</td>
<td>጖ ጗ ጘ</td>
<td>ጙ ጚ ጛ</td>
<td>ጜ ጝ ጞ</td>
<td>ጟ ጠ ጡ</td>
<td>ጢ ጣ ጤ</td>
</tr>
<tr>
<td>ጥ ጦ ጧ</td>
<td>ጨ ጩ ጪ</td>
<td>ጫ ጬ ጭ</td>
<td>ጮ ጯ ጰ</td>
<td>ጱ ጲ ጳ</td>
<td>ጴ ጵ ጶ</td>
<td>ጷ ጸ ጹ</td>
</tr>
<tr>
<td>ጺ ጻ ጽ</td>
<td>ጾ ጿ ዀ</td>
<td>዁ ዂ ዃ</td>
<td>ዄ ዅ ዆</td>
<td>዇ ወ ዉ</td>
<td>ዊ ዋ ዌ</td>
<td>ው ዎ ዏ</td>
</tr>
</tbody>
</table>

---

**Table 5. Fidäl Table/Ethiopian Syllabary (transcription based on the system adopted by the Encyclopaedia Aethiopica). Reproduced with permission of Alessandro Bausi.**

Ethio-SPaRe images were accessed courtesy of the project Ethio-SPaRe: Cultural Heritage of Christian Ethiopia – Salvation, Preservation, and Research, EU 7th Framework Programme, ERC Starting Grant 240720, PI Denis Nosnitsin, 2009–2015, <https://www.aai.uni-hamburg.de/en/ethiostudies/research/ethiospare.html> (the manuscripts now can be accessed also at <https://betamasaheft.eu/>).

For searchability, place names and other manuscript details have been listed with the transcription systems and regional identifiers used on these respective digital platforms. However, readers should note that Ethiopia’s regional administrative system has changed since many of these manuscripts were imaged. “Province” refers to a regional unit in the administrative divisional structure prior to 1995, and “region” to the current one.
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Appendix B: Manuscript Images Consulted for Ground-Truth Data

Images accessed through the Endangered Archives Programme (EAP):

EAP432/1/4 a Ethiopia, East Gojjam, Debre Koreb We Qeraneyo Medhanealem Monastery, MS digitized by Hamburg University as EAP432/1/4, fols. 181v–183r. Tā’āmrā Maryam “Miracles of Mary”, 17th century.


Images accessed through the Ethiopic Manuscript Imaging Project (EMIP):

EMIP 0761 Ethiopia, Tegrây Province, Selassie Cheleket Church, MS 20 digitized as EMIP0761, fols. 227v–229r. Tā’āmrā Maryam “Miracles of Mary”, 17th century.

EMIP 0832 Ethiopia, Tegrây Province, Selassie Cheleket Church, MS 93 digitized as EMIP0832, fols. 98r–98v. “A major collection of 318 Tā’āmrā Maryam ‘Miracles of Mary’”, 1750–1849.

EMIP 01154 Ethiopia, Addis Alem, Adbarat Debretson Mariam Church, MS Addis Alem 112 digitized as EMIP 01154, fols. 30v–31v. Tā’āmrā Maryam “Miracles of Mary”, 1868–1913.

MS fols. 73r–76v Ethiopia, East Gojjam (?), Dabra Wark (?), Debre Werk Saint Mary Church (?), MS fols. 73r–76v. Contents include Tā’āmrā Maryam “Miracles of Mary”, 17th century. Microfilmed images held at the Institute of Ethiopian Studies (Addis Ababa), digitized in 2010 at the request of the director of the Manuscripts Department. Microfilm among a collection attributed to Donald Davies. Images courtesy of Ethiopic Manuscript Imaging Project (EMIP). Steve Delamarter, Director.

Images accessed through the Ethiopic-SPaRe Project:


DD-003 Ethiopia, Tegrây Region, Däbrä Zäyt Qoddaṣ Maryam, MS digitized through the Ethiopic-SPaRe project as DD-003, fols. 46v–48r, 63r, and 63v. Haymanotatā ḏābbw “Faith of the Fathers” / Tā’āmrā Maryam “Miracles of Mary”, 1550–1650. Catalogued by Stéphane Ancel, description accessed 2 Feb 2022.


NSM-007 Ethiopia, Tegrây Region, Nehbi Qqaddu Ḍika’el, MS digitized through the Ethiopic-SPaRe project as NSM-007, fols. 90v–92r. Tā’āmrā Maryam “Miracles of Mary”, 1900–1950. Catalogued by Susanne Hummel, description accessed 2 Feb 2022.

QSM-017 Ethiopia, Tegrây Region, Qānsābār Qqaddu Ḍika’el, MS digitized through the Ethiopic-SPaRe project as QSM-017, fols. 48r–50v. Tā’āmrā Maryam “Miracles of Mary”, 1721–1735. Catalogued by Stéphane Ancel, description accessed 2 Feb 2022.

Images accessed through the Hill Museum & Manuscript Library (HMML):


The precarity of what Eyob Derillo describes as Ethiopia’s “distinctive, extraordinary and irreplaceable traditional school and academic system [...] which is still little known and [...] for which support is rapidly dwindling in the 21st century” [Derillo 2019, 112] in descriptions of the past forty years. In 1981, Sergew Hable Selassie reported that “[b]ookmaking is alive and well in Ethiopia,” but noted a decline in the demand for scribal work as more church books came into print and the cost of materials rose [Hable Selassie 1981, 3, 33–34]. In 2002, John Melmers and Anne Parsons interviewed 30 of “around one hundred” scribes active in South Gondar, “the only area where [manuscripts] are now produced in any quantity” [Melmers et al. 2002, 4]. In 2015, Sean Winslow found and interviewed just over 30 active scribes across multiple regions including Gondar, and reported that “pockets of scribal activity nevertheless survive throughout the country” [Winslow 2015, 23, 140–141]. In 2018, Gezze Haile identified a number of factors contributing to the “alarming rate” of decline of the tradition, especially in remote rural areas [Haile 2018, 35–37]. How the situation may have changed further as a consequence of Ethiopia’s current civil war will become apparent in time.

See e.g., [Stewart 2009, 606–13] [Tomaszewski et al. 2015, 92] [Kominko 2015, lli] [Derillo 2019, 104–105] [Woldyes 2020] [Loyer 2021]. On challenges encountered during the EMLM project, see [Stewart 2017, 453, 458–467]. It is worth noting that collaborations surrounding digitization of Ge’ez manuscripts are further complicated by a history of bad-faith interactions from the 18th century onwards with western scholars and collectors seeking to appropriate Ethiopian manuscripts and cultural patrimony from their original owners [Hable Selassie 1981, 35] [Stewart 2009] [Kominko 2015] [Derillo 2019] [Woldyes 2020] and by the disjunction of perspective between western scholars seeing manuscripts as historical artifacts, and the Ethiopian religious communities for whom the manuscripts were created, who continue to venerate and employ the manuscripts for their original cultural and religious significance [Kominko 2015] [Winslow 2015] [Haile 2018]. On some principles guiding our own development, see e.g., Liuazzo’s 2019 chapters “Introduction” and “Openness and Collaboration,” in particular on the need for any digital tools to be useful in Ethiopia and in the manuscripts’ home environments: “It might well be that a laudable software methodology produces an output which is from the perspective of the users useless or wrong. […] The possibility to work digitally should benefit Eritrean and Ethiopian scholars in the first place.” [Liuazzo 2019, xvii, 234].

[3] See [Derillo 2019] [Akbari 2019] [Delamarter 2023].
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