
PERIOD MAPPINGS AND PROPERTIES OF THE HODGE LINE

BUNDLE

MARK GREEN, PHILLIP GRIFFITHS, RADU LAZA, AND COLLEEN ROBLES

Abstract. Let ℘ ⊆ Γ\D be the image of a period map. We discuss progress towards

a conjectural Hodge theoretic completion ℘, an analogue of the Satake-Baily-Borel com-

pactification in the classical case. The set ℘ is defined, and we conjecture that it ad-

mits the structure of a compact complex analytic variety. The conjecture is proved when

dim℘ = 1, 2. In general, assuming the conjecture holds, we prove that the augmented

Hodge line bundle Λ̂ extends to an ample line bundle on ℘, thus giving ℘ the structure of

a projective algebraic variety that compactifies ℘.
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1. Introduction

1.1. Overview. Let M be the moduli space for smooth varieties X of general type and with

given numerical characters. In a sweeping generalization of the Deligne–Mumford compact-

ification Mg of the moduli space of curves, Kollár, Shepherd-Barron and Alexeev (KSBA),

with contributions of many others, have constructed a canonical projective completion M

with geometric meaning (see [Kol13] and the references therein). However, even in the case

of surfaces of general type with small invariants, little is known towards a classification of

the boundary varieties, and about the global structure of the moduli space and its bound-

ary ∂M. An idea that goes back to the origin of the moduli subject is to study M and its

compactifications by using a natural invariant, namely a period mapping Φ : M → Γ\D,
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which associates to a (smooth) variety its relevant cohomology group endowed with a Hodge

structure. Since Γ\D has a rich structure given by representation theory and arithmetic,

one expects that the period map would be a powerful tool for understanding the structure

of M and M.

This is indeed the case for the study of moduli spaces of curves, abelian varieties, K3

surfaces, and a few other related cases. Beyond these classical cases, to our knowledge, very

little is known in terms of the behavior of period maps for compactified moduli spaces. In

fact, arguably, the simplest non-classical case is that of surfaces of general type with small

invariants, for instance the case of H-surfaces and I-surfaces (surfaces of general type with

pg = 2, q = 0, K2 = 2 or 1 respectively). For such surfaces, one has a reasonable hold on

the geometry of the KSBA degenerations (see [FPR15a, FPR15b, FPR17]). On the other

hand, in current work in progress (parts of it also jointly with M. Franciosi, R. Pardini,

and S. Rollenske, the authors of loc. cit.) we have obtained a number of partial results

about an extended period map Φe for H and I-surfaces. The emerging picture from this

investigation is that the period map is a very effective way to organize and give structure to

the boundary ∂M of the compactified moduli spaces for H and I-surfaces. We refer to the

announcements [Gri18, Gri19] for a discussion of our program and some specific results.

In this paper, we focus on a piece of this program. Namely, given the image of a period

map ℘ := Φ(M) ⊂ Γ\D, we are interested in a Hodge theoretic completion ℘ of it. Before

going into details, we recall that the subject naturally splits into a classical case (essentially

abelian varieties, and K3 type), when D is a Hermitian symmetric domain, and a non-

classical case (encompassing almost everything else). The classical case is well understood:

there is a canonical (but quite singular) Satake-Baily-Borel projective compactification of

Γ\D ([Sat60], [BB66]), which admits various (partial) toroidal resolutions ([AMRT10]). In

contrast, the non-classical case is much harder and few results are known. For instance, we

note that except the classical cases, Γ\D is never an algebraic variety ([GRT14]). Moreover,

the global monodromy group Γ may be a thin matrix group of infinite index in an arithmetic

group (so that vol(Γ\D) = ∞). These observations reflect the very different character the

subject has from the classical case. One consequence of this is that both analytic and

algebraic methods will be required for the study of the period map Φ and its extensions Φe.

Remark 1.1.1. We will repeatedly refer to the classical case. This is the case when the period

domain D is Hermitian symmetric (or more generally, D is an unconstrained Mumford-Tate

domain), and Γ is an arithmetic group. Geometrically, this corresponds to period maps for

abelian varieties or K3-type objects (e.g. K3’s, hyper-Kähler manifolds, cubic fourfolds).

Occasionally, when we say classical case, we implicitly assume also ℘ = Γ\D.

1.1.1. Set-up and Problem. Concretely, in this paper, we consider a period mapping

(1.1.2) Φ : B → Γ\D

with B a smooth, quasi-projective variety. We fix a smooth projective compactification B

such that Z = B\B is a reduced simple normal crossing divisor. We further assume that
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the local monodromies Ti = exp(Ni) around the irreducible branches Zi of Z are unipotent.

(For example, this situation might arise starting with a period map Φ : M → Γ\D of

geometric origin as above and then passing to a finite covering B and suitable completions

and desingularizations.) We denote by

(1.1.3) ℘ := Φ(B) ⊂ Γ\D

the image of such a period map. We sometimes assume additionally that Φ is generically

injective (i.e. generic Torelli holds); this is essentially the primitive case.

Our goal here is to construct a completion ℘ of the image of the period map ℘, analogous

to the Satake-Baily-Borel (SBB) compactification in the classical case. We point out that

while the period map is a priori transcendental in nature and Γ\D might not be algebraic,

various algebraicity properties for ℘ and Φ are known (e.g. [Som78]) or conjectured. Most

recently, a significant breakthrough has been obtained by Bakker–Brunebarbe–Tsimerman

(BBT) [BBT18] who proved using o-minimality techniques that, under the additional as-

sumption that Γ is arithmetic, the image ℘ of the period map is a quasi-projective variety.

The purpose of this paper is to report on progress towards strengthening the BBT result

by constructing a (canonical) SBB type projective compactification ℘ (= Φ(B)e) of ℘.

Our techniques are constructive, in line with the standard Hodge theoretic degeneration

arguments, and, unlike SSB and BBT, we do not assume that Γ is arithmetic.

1.2. The conjectural SBB compactification of ℘. In the classical case, the SBB com-

pactification of Γ\D is naturally stratified (e.g. A∗g = Ag tAg−1 t · · · tA0) with the various

strata encoding the graded pieces of the possible limit mixed Hodge structure (LMHS).

While in contrast, the toroidal compactifications keep track (at least partially) of the full

LMHS (e.g. see [Cat84]). Inspired by this, partial results towards a toroidal type compacti-

fication for general images of period maps were obtained by Kato–Nakayama–Usui [KU09].

Here, we aim for a SBB type compactification for images ℘ of period maps, and thus it is

natural to construct a completion (at least set-theoretically) by gluing strata corresponding

to the possible graded pieces of LMHS as one extends the period map Φ from B to B.

More precisely, given a period mapping (1.1.2) and a completion B ⊂ B as specified

previously, we define

ZI :=
⋂
i∈I

Zi

where Zi are the irreducible components of the divisor at infinity Z := B\B. This in turn

defines a finite stratification of B by setting

Z∗I := ZI\
(
∪|J |>|I| ZJ

)
,

the open strata obtained by removing from ZI the lower dimensional sub-strata. Naturally,

we set Z∗∅ = B, the big open stratum on which the period map Φ is defined. It is a

consequence of [CKS86] that each open stratum Z∗I carries a polarizable variation of mixed
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Hodge structure (VMHS) with weight filtration W (NI),

NI :=
∑
i∈I

Ni ,

where Ni are the log monodromy transformations around each of the boundary divisors Zi.

(In the literature this VMHS is frequently referred to as the limiting mixed Hodge structures

(LMHS) associated to the VHS over B. For the general theory of variations of mixed Hodge

structures we refer to [SZ85].) Passing to the primitive part of the associated graded (which

are pure polarized Hodge structures) of this variation of mixed Hodge structure gives period

mappings

(1.2.1) ΦI : Z∗I → ΓI\DI ;

see §2.4 for a brief review.

In general the maps ΦI may not be proper. However, following [Gri70b], they can be

grouped together into proper maps. Namely, for the main stratum B, we extend Φ(= Φ∅)

along the divisors with trivial monodromy (Ni = 0), resulting into a proper extension of

Φ into Γ\D. We then proceed inductively by grouping together the strata with the same

monodromy type. More precisely, suppose that I ⊂ J and W (NI) = W (NJ). Then, there

are natural maps ΓJ\DJ → ΓI\DI (with finite fibers), and the period map ΦI extends to

Z∗J where it coincides with the composition of ΦJ with the finite map ΓJ\DJ → ΓI\DI .

Moreover, for all I ⊂ I ′ ⊂ J we have W (NI) = W (NI′) = W (NJ). And given W , there

exists a unique maximal IW with the property W = W (NIW ), a flag domain DW , and finite

maps ΓI\DI → ΓW \DW (for further discussion see [GGR20]). The resulting map

Φ?
W :

⋃
W (NI)=W

Z∗I → ΓW \DW

is proper. Set

(1.2.2) Z?W :=
⋃

W (NI)=W

Z∗I

and

(1.2.3) ℘W := Φ?
W (Z?W ) ⊂ ΓW \DW .

The properness of Φ?
W implies that each ℘W is a complex analytic variety. (Furthermore,

according to [BBT18], at least assuming arithmeticity for each ΓI , the strata ℘W are quasi-

projective.) By construction, each ℘W parameterizes the graded pieces of the corresponding

LMHS over the strata of B.

We consider the Stein factorization

Z?W
Φc
W−→ SW

Φf
W−→ ℘W
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of Φ?
W . The SW are normal complex analytic varieties, the fibres of Φc

e : Z?W → SW are

connected, and the fibres of Φf
e : SW → ℘W are finite ([GR84]). Taking unions

S :=
⋃
W

SW and ℘ :=
⋃
W

℘W

we obtain set-theoretically the extension

Φe : B → ℘ ,

of Φ : B → ℘ by defining Φe|Z?W := Φ?
W , and its “Stein factorization”

B
Φc

e−→ S
Φf

e−→ ℘

by defining Φc
e|Z?W := Φc

W and Φf
e

∣∣
SW

:= Φf
W . The resulting space ℘ is our proposed SBB

type compactification for general images of period maps. As it stands, our construction is

set-theoretic with analytic pieces. In order for ℘ to be a genuine generalization of the SBB

construction (and Φe to be a Borel type [Bor72] extension of the period map), we expect

the following to be true.

Conjecture 1.2.4. The set S admits the structure of a normal complex analytic variety

with the properties that:

(i) The extension Φc
e : B → S is an analytic.

(ii) The restriction of the analytic structure on S to the strata SW coincides with the natural

analytic structure on SW .

Remark 1.2.5. Both S and ℘ inherit a topology from Φc
e : B → S and Φe : B → ℘,

respectively. Thus, they are topological spaces that are stratified by complex analytic

spaces (or even quasi-projective varieties). Following [BB66], one can define A to be the

sheaf of continuous functions with analytic restrictions on strata. Using Theorem 9.2 of loc.

cit., one sees that the key missing ingredient to establish Conjecture 1.2.4 is to show that

A locally separates points in S.

Remark 1.2.6 (The conjecture holds when D is Hermitian). It is well known that the con-

jecture holds in the classical case that D is Hermitian symmetric and Γ is arithmetic. In

that situation Γ\D is a quasi-projective variety, with a projective compactification (Γ\D)∗

[Sat60, BB66], and the Borel Extension Theorem [Bor72] yields an extension Φe : B →
(Γ\D)∗ of the period map (1.1.2) to an algebraic map. In this situation, we can take ℘ to

be the closure of ℘ in (Γ\D)∗. In general, such an argument would not work: the quotient

Γ\D is not algebraic, and meaningful compactifications are expected only in the horizontal

directions.

Remark 1.2.7. Under the assumption that Γ is an arithmetic group, Kato-Nakayama-Usui

[KU09] have constructed an analogue of the toroidal compactification in the horizontal

directions (though the existence of a compatible fan is still open in general). In this case it

is possible that our completion ℘ could be obtained by taking closure in this toroidal type



6 GREEN, GRIFFITHS, LAZA, AND ROBLES

compactification, and “forgetting”, or quotienting out, the extension data. (The arithmecity

assumption of Γ does not seem essential for our construction. Moreover, in some concrete

geometric examples Γ is known to be thin [BT14].)

Our first main result is to establish Conjecture 1.2.4 for the case when the base B is at

most 2 dimensional. The one-dimensional case (or more precisely, the case dim℘ = 1) is a

direct consequence of [Som73] and [CDK95]. Using specific low-dimensional arguments, we

establish the two dimensional case in §3.1.

Theorem 1.2.8. Conjecture 1.2.4 holds when dimB ≤ 2.

Remark 1.2.9. An ongoing study [GGR20] of the global structure of the period mappings at

infinity yields further results on ℘ and in particular a complete analysis of the 2-dimensional

case.

Remark 1.2.10. In the Appendix, we comment on the so-called Siegel property, which plays

a key role in Sommese’s 1-dimensional case. The property fails in general, illustrating one

of the challenges of passing from the 1-variable case to multiple variables.

1.2.1. Establishing the conjecture in general. Conjecture 1.2.4 amounts to an existence the-

orem, one that may be viewed analytically or algebraically. In both cases the key object is

the extended augmented Hodge line bundle Λ̂e → B of §1.3 and its positivity properties.

From the algebraic perspective the conjecture is equivalent to the statement: The line

bundle Λ̂e → B is free. What is known is that Λ̂e is nef and the curves C ⊂ B such that

deg(Λ̂e ⊗ OC) = 0 may be identified. Assuming that the differential Φ∗ is injective at one

point (e.g. generic Torelli holds), it follows that Λ̂e is also big. Both of these results follow

from the discussions of §6. One may ask: Why don’t standard methods from birational

geometry, specifically the base-point-free theorem [KM98] (or a variant of it), apply? The

answer seems to be that verification of the the sign assumptions required to apply the base-

point-free theorem is a subtle matter, requiring good understanding of the global geometry

of the fibers of Φe at infinity (this will be discussed in [GGR20]).

From an analytic perspective, and assuming for simplicity that the differential Φ∗ is

everywhere injective, the Chern form Ω̂e of Λ̂e gives a complete Kähler metric on B whose

holomorphic sectional curvatures are negative and bounded from above (R(ξ) ≤ −c, with

c > 0). Moreover, the holomorphic bi-sectional curvature is nonpositive R(ξ, η) ≤ 0) and

one may describe precisely the zero locus. Given bo ∈ B and r ≥ 0, define an exhaustion of

B by B(b0, r) = {b ∈ B | dist(bo, b) ≤ r}. In order to apply L2−∂̄ methods to the conjecture

one needs to know the geometry of the Levi form of the boundary ∂B(b0, r). Near the fibres

of Φe|Z this involves second-order curvature properties of the Hodge bundles, a seemingly

quite interesting topic in Hodge theory that has yet to be explored.

1.3. The extended augmented Hodge bundle and the projectivity of ℘. The set S

carries a natural (augmented Hodge) line bundle. Assuming that Conjecture 1.2.4 holds, we
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will prove that this line bundle is ample (Theorem 1.3.10), so that S is in fact a projective

variety (as it is also the case for SBB compactification in the classical case).

To define the natural line bundle on S, we recall that the period domain D is a ho-

mogeneous domain D = GR/H that parametrizes effective, weight n, Q–polarized Hodge

structures (PHS) F • = {Fn ⊂ · · · ⊂ F 0} (viewed as Hodge filtrations) with fixed Hodge

numbers.

Definition 1.3.1. The Hodge vector bundle Fn → D is the homogeneous vector bundle

whose fiber at F • ∈ D is Fn. The Hodge line bundle is

Λ := detFn .

We shall frequently refer to Λ as simply the Hodge bundle, but we will always use “vector”

when discussing the Hodge vector bundle Fn.

Remark 1.3.2. For applications to moduli of varieties of general type the Hodge vector and

line bundles are especially important due to the identification Fn = Hn,0(X) = H0(KX),

where X is a smooth projective variety of dimension n and Hn(X) = ⊕p+q=nHp,q(X) is

the Hodge decomposition of its nth cohomology group.

The Hodge vector bundle is one of a family of “quotient Hodge bundles”.

Definition 1.3.3. The p–th graded quotient Hodge bundle is the holomorphic vector bundle

GrpF → D whose fiber over F • ∈ D is F p/F p+1. (Note that Fn+1 = 0 implies GrnF is the

Hodge vector bundle Fn.)

Out of these natural vector bundles, we produce a single line bundle as follows.

Definition 1.3.4. The augmented Hodge (line) bundle1 is

Λ̂ := det(Fn)⊗ det(Fn−1)⊗ · · · ⊗ det(Fd(n+1)/2e)

= det(Fn)fn ⊗ det(Grn−1F)fn−1 ⊗ · · · ⊗ det(Grd(n+1)/2eF) ,

with fp = p+ 1− d(n+ 1)/2e.

Remark 1.3.5. The Hodge bundle and augmented Hodge bundle agree when n = 1, 2. The

use of the Hodge bundle in the weight 1 case (e.g. for studying moduli of curves) is a classical

rich subject. For the geometric applications that we have in mind, we are concerned mostly

with the n = 2 case, and thus there is no difference in working with the Hodge bundle.

However, the difference between Λ̂ and Λ becomes relevant starting with dimension 3.

Remark 1.3.6. Very roughly, the difference between the between Λ and Λ̂ is that positivity

of the augmented Hodge bundle corresponds to injectivity of the differential of the period

1For consistency with the existing literature, we point out that in [BBT18] the augmented Hodge bundle

is called Griffiths bundle.
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map, while positivity of the Hodge bundle corresponds to injectivity of only a component

of the period map; this is made precise in (1.3.7). Let

Φ∗ : TB →
d(n+1)/2e⊕

p=n

Hom
(
GrpF ,Grp−1F

)
denote the differential of the period map, and let

Φ∗,n : TB → Hom(Fn,Fn−1/Fn)

denote the component taking value in the first summand. (Notice that Φ∗ = Φ∗,n when

n = 1, 2.) The Hodge metrics on the Fp induce metrics on Λ and Λ̂; let Ω and Ω̂ denote

the corresponding curvature forms. For ξ ∈ TB we have

(1.3.7)
Ω(ξ) = ‖Φ∗,n(ξ)‖2

Ω̂(ξ) = ‖Φ∗(ξ)‖2 .

The set B is stratified by the Z?W . Let B? be the open strata containing B. Equivalently,

B? ⊃ B is the largest subset of B to which Φ extends. Likewise, the set S is stratified by

the SW . Let S = Φc
e(B

?) ⊂ S be the strata containing Φc
e(B). The form Ω̂ descends to S,

and the discussion above implies Ω̂ is positive on the smooth points of S, while Ω is only

non-negative there.

It is standard that the data of a period mapping (1.1.2) is equivalent to that of a

(polarized) variation of Hodge structures (VHS) (V,F•, Q,∇) over B. Here V is a local

system with Gauss-Manin connection ∇ : OB(V) → Ω1
B(V) where OB(V) = V ⊗ OB, the

Fp ⊂ OB(V) are holomorphic sub-bundles, Q : V⊗V→ Q is a horizontal bilinear form and

where this data induces at each point of B a polarized Hodge structure. The infinitesimal

period relation (IPR) is ∇Fp ⊆ Ω1
B ⊗ Fp−1. In this context the Hodge vector bundle Fn is

the pull-back of Fn under the period map. We shall use interchangeably the data of period

mappings and of variations of Hodge structure.

Under the assumption that the local monodromies around the branches Zi of Z are

unipotent with logarithms Ni, it is well known ([CKS86] and [PS08]) that there are canon-

ical extensions of the Hodge filtration bundles Fp to vector bundles F
p
e → B where the

infinitesimal period relation becomes ∇Fpe ⊆ Ω1
B

(logZ) ⊗ F
p−1
e , and where ResZi ∇ = Ni

(up to a factor of 2π
√
−1).

Definition 1.3.8. We denote by Fne the canonical extension of the Hodge vector bundle,

by Λe = detFne the canonically extended Hodge (line) bundle and by Λ̂e the canonically

extended augmented Hodge (line) bundle.

The precise relationship between the canonical extensions of the line bundles over B, and

the analogous line bundles over the open strata of Z = B\B is given by

(1.3.9) Λe

∣∣
Z∗I

= ΛI and Λ̂e

∣∣
Z∗I

= Λ̂I .
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Here the left-hand sides of these two expressions are the restrictions to Z∗I ; and the right-

hand sides are the Hodge line bundle and augmented Hodge line bundle, respectively, asso-

ciated to the period mapping ΦI . The line bundle Λ̂e → B is trivial on the connected fibres

of Φc
e, and so descends to a line bundle Λ̂e → S.

As announced, we prove (in Section 6) that the extended augmented line bundle is

ample, giving the projectivity of the completed images ℘ of period maps. More precisely,

the following hold:

Theorem 1.3.10. Assume that Conjecture 1.2.4 holds. Then Λ̂e → S is holomorphic and

ample.

Corollary 1.3.11. The completion S = ProjR(S, Λ̂e). (As usual, R(S, Λ̂e) denotes the ring

of sections.)

Remark 1.3.12. In the existing literature, interest has been focused primarily on the posi-

tivity properties of the Hodge vector and line bundles (cf. [Kol87, Vie83b] and the references

therein). However for the general study of images of period maps it is the augmented Hodge

bundle that is particularly relevant. In this regard an interesting question is: Does either

the Hodge bundle or the augmented Hodge bundle live on the KSBA completion M? We

conjecture that the Hodge bundle lives over M when n = 2.

In the classical case Λe = Λ̂e and this result is a consequence of the properties of the

Satake-Baily-Borel construction. That construction is a global one in that sections of Λ⊗me
that give a projective embedding of Γ\D are constructed using modular forms. As explained

above, such an approach is not possible in the non-classical case. Our proof of Theorem

1.3.10 is in spirit analogous to the one used by Kodaira to show that over a compact,

complex manifold a line bundle with positive Chern class in the differential-geometric sense

is ample. The proof of the result here depends on some rather subtle properties of the Chern

form Ω̂ of the augmented Hodge bundle. From (1.3.7) we see that the augmented Hodge

bundle has positivity properties. It is due to [CKS86] with an important amplification in

[Kol87] that Ω̂ defines a closed (1, 1) current Ω̂e on B that represents c1(Λ̂e) in cohomology.

For the proof of Theorem 1.3.10 we need to significantly refine this in several ways. That

analysis of the Chern form and the base point free theorem yield (in §3.2)

Theorem 1.3.13. Suppose that Ω̂ is positive on on B (equivalently, Φ∗ is everywhere

injective), and that 0 ≤ −KB · C whenever Φe collapses the curve C ⊂ B to a point. Then

Λ̂e → B is free. In particular, ℘ = ProjR(B, Λ̂e).

1.4. Properties of the Chern form. As discussed above, one of our main techniques is

the study of the Chern form Ω̂e associated to the extended augmented Hodge line bundle

Λ̂e. Here, we briefly review the main aspects of this study. First, since currents are dif-

ferential forms with distribution coefficients, the singular support sing Ω̂e of Ω̂e is defined,

and assuming (as we may, by passing to the proper extension of the period map) that all

monodromy logarithms Ni 6= 0 we have
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(a) The singular support is sing Ω̂e = Z. (In general, sing Ω̂e ⊆ Z.)

Next, it is well known that distributions and currents cannot in general be multiplied or

restricted to submanifolds. To get around this one needs a more subtle notion than just

the singular support. Associated to a current Ψ on a manifold Y is its wave front set

WF(Ψ) ⊂ T ∗Y .2 If W ⊂ Y is a submanifold whose tangent spaces are transverse to the

wave front set in the sense that TW ⊂WF(Ψ)⊥, then the restriction Ψ
∣∣
W

is a well-defined

current on W . This suggests that one should think of a refined notion of the singularities

of Ω̂e as being in T ∗B; in particular, one would like to assert that

(b) There exists a well-defined way of defining a restriction Ω̂e

∣∣
Z∗I

as a smooth (1, 1) form

on the open strata Z∗I .

That this is possible will be part of the content of Theorem 1.4.1. Intuitively, we may think

of this result as having WF(Ω̂e) ⊆ ∪IN∗Z∗I /B
, at least so far as the restriction property (b)

is concerned. Finally, given (b), the last property that we would like is

(c) Ω̂e

∣∣
Z∗I

= Ω̂I is the Chern form of the Hodge bundle Λ̂I → Z∗I .

These desired properties do indeed hold, and we have

Theorem 1.4.1. The Chern form Ω̂ of the augmented Hodge line bundle Λ̂ → B extends

to a current Ω̂e on the completion B of B. There it has singularities as described above. In

particular, (b) and (c) hold, so that in a precise sense Ω̂e represents the Chern class of the

augmented Hodge bundle Λ̂e → B.

From (1.3.7) and Theorem 1.4.1 we deduce

Corollary 1.4.2. Assume that Conjecture 1.2.4 holds. Then the Chern form Ω̂e of Λ̂e → B

descends to S where it represents the Chern class of Λ̂e → S, and is positive on the Zariski

tangent spaces of S.

Corollary 1.4.2 is proved in §5.5. We will give two arguments for Theorem 1.4.1. The first, in

Section 4, will be geometric, applies to the case of algebraic surfaces (n = 2) and essentially

treats the case of 1-parameter degenerations. One product of the argument is a display of

the estimates on the Hodge norms and the resulting connection and curvature forms giving

descriptions that are more precise than the ones in the literature. We will show that, in the

geometric case, the Hodge theoretically defined polarizations on the limiting mixed Hodge

structure coincide, up to constants, with standard ones derived from geometry (Proposition

4.3.5).

The second proof given in Section 5 establishes a more general result for arbitrary

variations of Hodge structure: Theorem 1.4.1 holds not only for the Chern form of Λ̂, but

for any Chern form of the quotient Hodge bundles GrpF (see Theorem 5.1.2 for a precise

statement). The proof exhibits in detail how the very special and subtle properties of several

2Any regular holonomic D–module has a wave front set. Our notion is somewhat different in that the

wave front set is associated to the Chern form, not to a D–module. We are using the linear PDE notion of

a wave front set as in the work of Hormander [Hor76].
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variable degenerations of polarized Hodge structures come into play: the argument is based

on an extension of the analysis underlying the Cattani–Kaplan–Schmid estimates of the

Hodge metric [CKS86, §5].

Remark 1.4.3. It is well known that distributions cannot in general be multiplied, and

similarly for the wedge product of currents. Although not required for our purposes, the

methods used to prove Theorem 1.4.1 may be used to show: The currents defined by the

Chern forms of the Hodge bundle may be multiplied. More precisely, the Chern forms are

given by differential forms whose coefficients are locally L1 functions on B. Then the usual

formal expressions for the wedge product of forms are used with the result being again

a differential form with locally L1 functions as coefficients. The resulting current is then

closed and its cohomology class is given by cup product of the corresponding Chern classes.

Remark 1.4.4. Regarding the positivity of the extended Chern form Ω̂e (Remark 1.3.6), an

interpretation of the analysis behind the property (a) and the proof of (b) above may be

informally expressed as saying that the more singular the extended period mapping is, the

more positive Ω̂e is.

1.5. Ampleness with zeros at infinity. We finish with the following variation on Theo-

rem 1.3.10:

Conjecture 1.5.1. Assume that Conjecture 1.2.4 holds, and that Φ : B → ℘ is locally

one-to-one. Then there exists mo so that Lm := Λ̂me − Z → B is ample for all m ≥ mo.

Remark 1.5.2. Conjecture 1.5.1 is related to two results:

(a) The Cornalba–Harris result [CH88] on the ampleness of Lm over Mg.

(b) Bakker–Brunebarbe–Tsimerman show that a finite quotient Y of S (= Y ′) is realized

as a quasi-projective scheme by sections of a power Λm that “vanish at the boundary”

[BBT18, Theorem 6.2].

Let Eff1(B) be the effective cone of all 1-cycles; these are the finite sums
∑
niCi, with

0 < ni ∈ Z and Ci ⊂ B an irreducible and reduced curve. In §3.3 we discuss how Conjecture

1.5.1 might be established when Conjecture 1.2.4 holds.

Acknowledgements. This is a significant revision of our 2017 draft (arXiv:1708.09523v1).

While our claims have been scaled back, we remain optimistic on the validity of the main

conjecture. We thank several people for feedback on the original version, particularly Wushi

Goldring and Patrick Brosnan for some very relevant comments. Beyond this revision,

several significant developments have happened, and they will appear elsewhere (e.g. [GG20,

GGR20]). We also point out to the Bakker–Brunebarbe–Tsimerman recent work ([BBT18]

and subsequent) which cover some of the same material by different methods.
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2. Background material

We briefly review the behavior of the period map Φ in a (punctured) neighborhood of a

point b0 ∈ Z “at infinity.” References for the definitions and properties that follow include

[CKS86, Sch73].

2.1. Local VHS. Recollect that D parameterizes weight n, Q–polarized Hodge structures

on a rational vector space V . We assume without loss of generality that the monodromy

operator Ti ∈ Aut(V,Q) about Z∗i is unipotent, and let Ni := log(Ti) ∈ End(V,Q) denote

the nilpotent logarithm. Then NI =
∑

i∈I Ni is the nilpotent monodromy operator about

Z∗I .

Let

∆ := {ζ ∈ C : |ζ| < 1}
denote the unit disc, and

∆∗ := {ζ ∈ C : 0 < |ζ| < 1}
the punctured unit disc. Fix a point b0 ∈ Z∗I . Let U ' ∆r = ∆k × ∆` 3 (t, w) be a

neighborhood of b0 in B so that Z ∩ U = {t1 · · · tk = 0}; in particular,

U := U ∩B ' (∆∗)k ×∆` ,

with r = k + ` and k = |I|.
Let H ⊂ C denote the upper-half plane, and let

Φ̃U : Hk ×∆` → D

be a lift of Φ|U. Fix coordinates (z, w) ∈ Hk×∆`. Then (z, w) 7→ (exp(2π
√
−1z), w) defines

the covering map Hk×∆` → (∆∗)k×∆`. Here we are writing exp(2π
√
−1 z) as short-hand

for the (∆∗)k–valued (exp(2π
√
−1 z1), . . . , exp(2π

√
−1 zk)). Let Ď ⊃ D denote the compact

dual of the period domain. Schmid [Sch73] showed that there exists a holomorphic map

F : ∆r = ∆k × ∆` → Ď

so that the lifted period map factors as

(2.1.1) Φ̃U(z, w) = exp
(∑

i∈I ziNi

)
· F (exp(2π

√
−1z), w) .

Let

`(tj) :=
log tj

2π
√
−1

.

Observe that

(2.1.2a) ΦU(t, w) := exp
(∑

i∈I `(ti)Ni

)
· F (t, w)
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defines a local variation of Hodge structure

(2.1.2b) ΦU : U = (∆∗)k ×∆` → ΓU\D ,

where ΓU ⊂ Γ is the local monodromy group generated by the unipotent monodromy oper-

ators {Ti}i∈I . Notice that (2.1.2) recovers Φ|U after quotienting ΓU\D → Γ\D by the full

monodromy group Γ.

2.2. Nilpotent Orbits. The (lifted) period map Φ̃U is approximated by the nilpotent orbit

(2.2.1) ϑ̃U(z, w) := exp
(∑

i∈I ziNi

)
· F (0, w)

as Im zj → 0, with Re zj bounded. The nilpotent orbit is horizontal, and Nj F
p(0, w) ⊂

F p−1(0, w). Setting

ϑU(t, w) := exp
(∑

i∈I `(ti)Ni

)
· F (0, w)

yields a well-defined map

ϑU : U → ΓU\D .

Note that the nilpotent orbit (2.2.1) is the lift of ϑU.

2.3. Horizontality. Shrinking the neighborhood U ' ∆r if necessary, there exists a canon-

ical choice of holomorphic map X : ∆r → gC so that

(2.3.1) F (t, w) = exp(X(t, w)) · F0 ,

with F0 = F (0). The map X is determined as follows. (See [Cat14] for further discussion.)

Let N := N1 + · · ·+Nk be the sum of the logarithms of the local unipotent monodromies

about b0. The pair (W (N), F0) is a MHS. Let gC = ⊕gp,q be the Deligne splitting, and

define

gp,• :=
⊕
q

gp,q , n := g<0,• =
⊕
p<0

gp,• and p := g≥0,• =
⊕
p≥0

gp,• .

Then

(2.3.2) gC = p ⊕ n ,

p is the Lie algebra of the stabilizer of F0 in GC, and n is a nilpotent Lie algebra. Conse-

quently, there exists a unique holomorphic map

X : ∆r → n

such that X(0) = 0 and (2.3.1) holds. Define holomorphic

X−p : ∆r → g−p,•

by X(t, w) =
∑

p>0X
−p(t, w). Horizontality of (2.3.1) implies that:

(i) The subspace of g−1 spanned by {Ni+2π
√
−1ti∂tiX

−1(t, w) | 1 ≤ i ≤ k}∪ {∂wjX−1(t, w) | 1 ≤
j ≤ `} is abelian. In particular, X(tI , w), with tI ∈ ∆∗I , commutes with {Ni | i ∈ I},
and therefore takes value in zI := ∩i∈I ker(adNi) ⊂ gC.

(ii) The functions X−p(t, w), with p ≥ 2, are functions of
∑k

i=1 `(ti)Ni +X−1(t, w).
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2.4. Limiting mixed Hodge structures. Let

NI :=
∑
i∈I

Ni

denote the monodromy operator about Z∗I . Let

W0(NI) ⊂ W1(NI) ⊂ · · · ⊂ W2n(NI)

denote the monodromy (shifted) weight filtration.3 The triple (V,W (NI), F (0, w)) is a

limiting mixed Hodge structure. Let

GrW (NI)
a := Wa(NI)/Wa−1(NI) .

Recall that NI ∈ End(V,Q) maps Wa(NI) ⊂ V into Wa−2(NI). Consequently there is a

well-defined map NI : Gr
W (NI)
a → Gr

W (NI)
a−2 . The flag F (0, w) ∈ Ď induces a weight n + a

Hodge structure on the the primitive spaces

(2.4.1) Hn−a
I (−a) := ker{Na+1

I : Gr
W (NI)
a+n → Gr

W (NI)
n−a−2} ,

0 ≤ a ≤ n, that is polarized by

(2.4.2) QIa(u, v) := Q(u,Na
I v) .

In this way we obtain a (local) variation of polarized Hodge structures over ∆`. Note that

the latter is an open neighborhood of b0 in Z∗I . And this leads to a (global) variation of

polarized Hodge structures

(2.4.3) ΦI : Z∗I → ΓI\DI .

In general, DI will be a product of period domains.

3. Two and a half proofs

3.1. The case that B is a surface. Here we prove Theorem 1.2.8: assume that dimB = 2.

Since the theorem holds in the case dim S = 1 (cf. [Som73], [CDK95]), it suffices to consider

the case that dim S = 2; equivalently, Φ∗ is one-to-one on an open subset of B.

Since dimB = 2, the Zi are smooth, irreducible curves meeting transversally. Each

Φe(Zi) is either a point or a curve. Let

Z ′ :=
∑

Φe(Zi)=pt

Zi =

m∑
i=1

Zi

be the union of those Zi that are mapped to a point.

Lemma 3.1.1. The intersection matrix ‖Zi · Zj‖mi,j=1 is negative definite.

3Typically, “W (N)” denotes a representation-theoretic filtration with indexing that is centered at 0. In

this paper, we are letting “W (N)” denote the shifted geometric filtration W (N)[−n], with indexing that

centered at n. The reasons for this mild abuse of notation is that (i) this is the only filtration we will work

with and (ii) the abuse significantly reduces notational clutter.
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Proof. By Theorem 1.4.1, the current Ω̂e represents the Chern class c1(Λe) ∈ H2(B) of the

augmented Hodge line bundle Λ̂e → B. It follows from (1.3.7) that

• Ω̂e ≥ 0, and

• Ω̂e

∣∣∣
Zi

= 0, for i = 1, . . . ,m, so that Λe · Zi = 0.

Additionally, the assumption that Φ∗ is one-to-one on an open subset of B implies that

Ω̂2
e > 0. It follows that Λ̂e lies in the positive cone in Pic(B). We now infer the lemma from

the Hodge index theorem. �

Given the lemma, a result of Grauert [Gra62] asserts that Z ′ may be contracted to

normal singular points on a complex analytic space Y . This completes the proof of Theorem

1.2.8.

Remark 3.1.2. In the classical case that the period domain is Hermitian symmetric, the SBB

compactification Γ\D∗ of Γ\D is a normal projective variety. Borel’s extension theorem

yields the morphism Φe : B → Γ\D∗. By hypothesis this morphism contracts Z ′ to a set of

points. Lemma 3.1.1 then follows from a result of Mumford [Mum61].

3.2. Proof of Theorem 1.3.13. Suppose that Ω̂ is positive on on B (equivalently, Φ∗ is

everywhere injective), and that 0 ≤ −KB ·C whenever Φe(C) is a point. In order to apply

the base point free theorem [KM98] to show that Λ̂e → B is free we need to show that

(i) mΛ̂e −KB is nef for m� 0, and

(ii) mΛ̂e −KB is big for m� 0.

We begin with nef. If Φe(C) is a point, then (mΛ̂e − KB) · C = −KB · C ≥ 0 by

assumption. Suppose that Φe(C) is a curve. Then (1.3.7) and Theorem 1.4.1 imply (mΛ̂e−
KB) · C > 0 for m ≥ mo(C). Lemma 5.4.20 implies that we may choose mo ≥ mo(C) for

all curves C. This establishes (i).

To prove bigness, Theorem 6.1.2 asserts that it suffices to show that at some point

b ∈ B we have (mΛ̂e −KB)d > 0 for m � 0 and with d = dimB. This follows from our

assumption on the positivity of Ω̂.

3.3. Discussion of ampleness with zeros at infinity. In this section discuss an incom-

plete proof of Conjecture 1.5.1.

3.3.1. Sketch of proof. The conjecture is equivalent to

Lemma 3.3.1. There exists mo so that for any curve C ⊂ B, we have

deg (Lm|C) =
∑

nideg
(
Lm|Ci

)
> 0

when m ≥ mo.

Incomplete proof. Given Lemma 5.4.20 it suffices to prove the lemma in the case that C is

an irreducible curve and mo = mo(C).
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Case 1: C ∩B is a Zariski open subset of C. The desired positivity

deg (Lm|C) > 0

follows from (1.3.7) and the hypothesis that Φ : B → ℘ is locally one-to-one.

Case 2: C ⊂ Z and Φe(C) is not a point. Let Z∗I be the open strata with the property

that C ∩ Z∗I is Zariski open in C. Then the argument of Case 1 applies here with ΦI in

place of Φ.

Case 3: Φe(C) is a point. In this case the hypothesis that Φ : B → ℘ is locally

one-to-one implies C ⊂ Z. Since C is contained in a fibre F ⊂ B of Φc
e, we have

Lm · C = −Z · C = N∗
Z/B
· C .

So we need to show that there exists k so that

(3.3.2) deg
(
N∗
Z/B

)k∣∣∣∣
C

> 0 .

Set s = Φc
e(F) ∈ S. As we are assuming that Conjecture 1.2.4 holds, we may speak of

the local ring OS,s and its maximal ideal ms. Given f ∈ ms, the function f ◦ Φc
e is defined

in a neighborhood of C and vanishes along C; let ordC(f ◦ Φc
e) > 0 denote the order of

vanishing.

Given a point x ∈ C ⊂ F and a normal disc ∆ to Z at x, there exists f ∈ ms ⊂ OS,s

such that f̃ := f ◦ Φe|∆ 6≡ 0. Let

ko := min {ordC(f ◦ Φc
e) | f ∈ ms , f ◦ Φe|∆ 6≡ 0} > 0 .

Then some f ◦ Φc
e gives a nonzero section ν of

(
N∗
Z/B

)ko
along C.

At this point in order to deduce that (3.3.2) holds for k = ko, and complete the proof

of Conjecture 1.5.1 (with the hypothesis that Eff1(B) is finitely generated) we need to

rule out the case that the section ν is nowhere zero (which would imply that
(
N∗
Z/B

)ko
is

trivial). We anticipate that this will follow from a good description of the desired separating

functions A (Remark 1.2.5). �

To have Lm · C > 0 for a fixed m and all C ∈ Eff(B) requires a bound

(3.3.3) mdeg Λ̂e

∣∣∣
C
> Z · C .

If C is not contained in Z, then the right-hand side of (3.3.3) is roughly the number of

singular fibres in the VHS over C. Note that the desired inequality of (3.3.3) is essentially

the reverse of that given by the Arakelov inequalities. It may be that this “reverse Arakelov

inequality” does not hold for general VHS, but does hold for geometric VHS, where one has

the Grothendieck–Riemann–Roch, cf. [CH88].
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4. Curvature properties of the extended Hodge bundle: the surface case

Theorem 1.4.1 is a central ingredient in the proof of Theorem 1.3.10. We give two

proofs of Theorem 1.4.1. The first, given in this section, will be inductive on the singular

strata of the boundary divisor. Moreover, it will be restricted to the geometric case arising

from a family of varieties, one of the points being that in this situation the singularities of

the Hodge norms are localizable and visible analytically in a way that is suggestive of the

general case. The second argument is given in §5; it provides a proof of the general result.

(Finally, Theorem 1.3.10 is proved in §6.)

Throughout this section we assume that n = 2; in particular, the Hodge bundle and

the augmented Hodge bundle coincide (Λ = Λ̂).

4.1. Currents. We begin by discussing two general properties of currents that will arise.4

On an n-dimensional complex manifold Y , we denote by Ap,qc (Y ) the compactly supported

smooth (p, q) forms. A current T of type (p, q) gives a linear function

An−p,n−qc (Y )→ C.

The currents we shall encounter will be differential (p, q) forms ψ with coefficients in the

space of locally L1 functions, and the corresponding current Tψ is given by

Tψ(α) =

∫
Y
ψ ∧ α.

The differential ∂Tψ(α) is defined as usual by

∂Tψ(β) = ±
∫
Y
ψ ∧ ∂β ,

where the sign is determined by the condition that ∂Tψ = T∂ψ when ψ is smooth. Similarly

we may define ∂Tψ and ∂∂Tψ.

For the ψ’s we shall use, we will also be able to define ∂ψ by applying the formal rules

of calculus to the coefficient functions of ψ. The equality

(4.1.1) ∂Tψ = T∂ψ

shall mean: first the coefficients ∂ψ computed formally are locally L1 functions; and secondly

that the currents satisfy (4.1.1). Similar notions hold for ∂ψ and ∂∂ψ.

Definition 4.1.2. We shall say that the current represented by a locally L1 differential form

ψ has the property NR if ∂ψ, ∂ψ, ∂∂ψ computed formally have L1 coefficients, and if (4.1.1)

holds for ∂ψ, ∂ψ and ∂∂ψ. The term “NR” is meant to suggest “no residues.”

Remark 4.1.3. The property NR implies that the currents defined by ψ, ∂ψ, ∂∂ψ have van-

ishing Lelong numbers (cf. [Dem12]).

4Cf. [Dem12] for a general account and references to the literature.
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Example 4.1.4. In C, we have ∂∂ log |z| = 0 formally, while up to a constant the equation

of currents

∂∂Tlog |z| = δ0dz ∧ dz̄

holds. On the other hand, again up to a constant,

∂∂ log (− log |z|) =
dz ∧ dz̄

|z|2(log |z|)2

holds both formally and in the sense of currents, so log (− log |z|) has the property NR while

log |z| does not.

In both these examples the coefficients of the derivatives computed formally are in L1;

the difference is that for log |z| we pick up a residue term in ∂∂Tlog |z|, while no such term

arises in ∂∂Tlog(− log |z|).
5

For the second property we first recall that a current T on Y has a singular support

sing T ⊂ Y , defined to be the smallest closed subset such that on the complement Y \ sing T ,

the current T is represented by a smooth differential form.

Remark 4.1.5. In this work we will want to restrict singular differential forms to subman-

ifolds. Our approach here is motived by the notion the wave front set WF(T ) ⊂ T ∗Y . If

W ⊂ Y is a submanifold, then in general the restriction to W of a distribution or current

T given on Y is not defined.6 However if W ⊂ Y is a submanifold whose tangent spaces

are transverse to the wave front set in the sense that

(4.1.6) TW ⊂WF(T )⊥

then the restriction T
∣∣
W

is valid. The singular differential forms that we work with will

satisfy an analogous (and essential) restriction property.

Example 4.1.7. As an illustration of what will occur, we note as above that the currents

we shall be interested in will be constructed from locally L1-functions. It may or may not

be possible to simply restrict such a function in the usual sense and obtain a well-defined

function. As a simple example of what will be done below, on ∆×∆ with coordinates (t, w),

the current given by 1/ log 1
|t| + f(w) where f(w) is smooth may be restricted to {0} ×∆

to give f(w).

4.2. Singularity structure.

Definition 4.2.1. A positive function h defined in U ∼= ∆∗k ×∆` is said to have logarithmic

singularities if it is of the form

h = P
(
log |t1|−1, . . . , log |tk|−1

)
+R

(
log |t1|−1, . . . , log |tk|−1

)
.7

5Note that “∂ log |z| computed formally in in L1” means that ∂ log |z| ∧ α is in L1 for any C∞ form α.
6A good discussion of this with illustrative examples and references may be found on Wikipedia.
7To be precise, the notation log |t|a indicates log(|t|a); we drop the parentheses to streamline notation.
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Here P (x1, . . . , xk) a homogeneous polynomial whose coefficients are real, take value in

C∞(U), and are positive in the sense that

P (x1, . . . , xk) > 0 if all xi > 0 .

The polynomial R is real, has C∞(U) coefficients, and is of lower order than P in the sense

to be explained below. Finally h satisfies the following conditions:

(i) log h has the property NR;

(ii) the current Ωh := (i/2)∂∂ log h is positive and has the property that the restriction to

∆∗I ×∆` is well-defined. (Note that the last is the analog of (4.1.6) that we require.)

Because of (i) the current Ωh is defined on ∆k ×∆` so that (ii) makes sense.

(4.2.2)
For the remainder of this section, and for all of §4.3, we

will restrict to the case k = 1, so that U ∼= ∆∗ ×∆`.

Remark 4.2.3. This is essentially the case of 1-parameter degenerations with dependence on

holomorphic parameters. In fact, for notational simplicity, we shall also assume that ` = 1,

so that we are working in ∆∗ ×∆ with coordinates (t, w).

The functions h we shall consider will be of the form

(4.2.4) h = A(t, w)
(
log |t|−1

)m(
1 +

B1(t, w)

log |t|−1
+ · · ·+ Bm(t, w)

(log |t|−1)m

)
where A(t, w) and the Bi(t, w) are C∞ functions on ∆×∆ and A(0, w) > 0. We note that

the expression (4.2.4) is invariant under holomorphic coordinate changes

(4.2.5)

{
t′ = tf(t, w) f(t, w) 6= 0

w′ = g(t, w) gw(0, u) 6= 0.

As will be seen below, the motivation for considering functions of this form arises from the

periods of holomorphic differentials in a degenerating family of algebraic varieties.

Proposition 4.2.6. The function (4.2.4) has logarithmic singularities.

Proof. Denoting by C the term in parentheses, since log h = logA+ log(m log |t|−1) + logC

the only issue concerns the logC term. In

∂∂ logC =
∂C

C
∧ ∂C

C
− ∂∂C

C2

we shall separately examine the singularities in each term. For the first the most singular

terms arise from:



20 GREEN, GRIFFITHS, LAZA, AND ROBLES

• ∂
[

1

(log |t|−1)a

]
∧ ∂

[
1

(log |t|−1)b

]
, with a, b > 0. This is of the order

dt ∧ dt̄

|t|2 (log |t|−1)c
,

with c ≥ 4, and hence is o(PM), where

(4.2.7) PM :=
dt ∧ dt̄

|t|2 (log |t|−1)2

is the Poincaré metric.

• ∂
[

1

(log |t|−1)a

]
∧α, with a > 0 and α smooth (C∞). This is of the order

dt

|t| (log |t|−1)c
∧

β, with c ≥ 2 and β smooth, and is again o(PM).

The terms ∂ logC and ∂ logC may be estimated by those above. For ∂∂C/C2, the most

singular terms are of the order ∂∂

[
1

(log |t|−1)a

]
∼ dt ∧ dt̄

|t|2 (log |t|−1)a+2 , with a ≥ 1, which is

again o(PM).

Note that the estimates in this argument have no room to spare. �

4.3. Proof of Theorem 1.4.1 in the weight n = 2 case. We denote by

Ωh =
√
−1
2 ∂∂ log h

the curvature form associated to the function h in (4.2.4). Then

(4.3.1) Ωh = m
√
−1
2 A(v, w)

dt ∧ dt̄

|t|2(log |t|)2
+ o(PM)

and, assuming that m > 0, it is positive with

sing Ωh = {0} ×∆.

It defines a closed, positive (1, 1) current on ∆ × ∆ (cf. [CKS86] and [Kol87]). As for

WF(Ωh), the terms in Ωh not containing a dt or dt̄ are of the form γ(log |t|)−a, where γ is

a smooth (1, 1) form and a > 0. Thus although it is not the case that WF(Ωh) = N∗{0}×∆/U

is the co-normal bundle of {0} ×∆ in ∆ ×∆ in the usual sense, the restriction Ωh|{0}×∆

is a well-defined smooth (1, 1) form. Indeed, the above calculation shows that to define

restriction we may use the prescription:

• In the formula for ∂∂ log h first set dt = dt̄ = 0.

• Then the limit as t→ 0 of the remaining terms exists (i.e., set 1/ log |t|−1 = 0).

The calculation in the proof of Proposition 4.2.6 gives

(4.3.2) Ωe

∣∣
{0}×∆

=
√
−1
2 ∂∂ logA(0, w) .

The point in (ii) is that in what remains after (i), the term log |t|−1 only appears in the

denominator and with positive powers. We note that the above prescription is invariant

under the coordinate changes (4.2.5).

We now apply the above to a weight n = 2 variation of Hodge structure over ∆∗ ×∆.

Denote the canonically extended Hodge bundle by Fe → ∆×∆ and let σ(t, w) be a nowhere
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vanishing holomorphic section of this bundle. We assume that m is maximal with σ ∈
Wn+m(N)∩ Fe, and denote by σm(w) the projection of σ(0, w) in Gr

W (N)
n+m Fe. Then σm(w)

is a non-zero section of Gr
W (N)
n+m V ∩ Fne over {0} ×∆.

Proposition 4.3.3. The Hodge norm ‖σ(t, w)‖2 is of the form (4.2.4), and

∂∂ log ‖σ(t, w)‖2
∣∣∣
{0}×∆

= ∂∂ log ‖σm(w)‖2 .

A consequence of the proposition is the following special case of Theorem 1.4.1.

Corollary 4.3.4. If Ωe is the Chern form of the extended Hodge line bundle Λe → ∆×∆,

and if Ω{0}×∆ is the Chern form of the gradeds to the associated variation of mixed Hodge

structure along {0} ×∆, then the restriction Ωe|{0}×∆ is defined agrees with Ω{0}×∆.

Proof of Proposition 4.3.3. We shall prove the proposition in the weight n = 2 geometric

case of a family X∗
π−→ ∆∗ ×∆ of smooth surfaces where σ(t, w) is a section of π∗ωX/∆∗×∆

given by a family

ψ(t, w) ∈ H0(Ω2
X(t,w)

)

of holomorphic 2-forms along the smooth fibers X(t,w) = π−1(t, w). By base change and

semi-stable reduction we may assume that we have a smooth completion X
π−→ ∆×∆ of the

family where the singular fibers X(0,w) have normal crossings. The local models are

(a) X(0,w) is smooth and the mapping π is locally given by (x1, x2, x3, w) → (x1, w); i.e.,

t = x1;

(b) X(0,w) has a smooth double curve and the mapping π is given by (x1, x2, x3, w) →
(x1x2, w); i.e., t = x1x2;

(c) X(0,w) has a double curve with triple points and the mapping π is locally given by

(x1, x2, x3, w)→ (x1x2x3, w); i.e., t = x1x2x3.

By a standard property of the canonical extension, the 2-forms giving sections of π∗ωX/∆×∆

are locally Poincaré residues

ψ(t, w) = Res

[
g(x1, x2, x3, w)dx1 ∧ dx2 ∧ dx3

f(x1, x2, x3, w)

]
where g is holomorphic and f is given by

(a) f = x1 − t,
(b) f = x1x2 − t,
(c) f = x1x2x3 − t

in the three cases listed above. The properties of the extension ψ(0, w) to a section of

Fe → {0} ×∆ relative to the weight fibration are, for each of the cases above:

(a) The double and single residues of ψ(0, w) are zero. Then ψ(0, w) induces a non-zero

section of Gr
W (N)
2 and ψ(0, w) is a holomorphic 2-form on the desingularization X̃(0,w)

of X(0,w).
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(b) The double residues of Ψ(0, w) are zero. Then ψ(0, w) ∈ W3(N) and ψ(0, w) induces

a non-zero section in Gr
W (N)
3 if the single residues of ψ(0, w) along the double curve

are non-zero; ie., if g(0, 0, 0, w) = 0 but g(x1, 0, x3, w) 6= 0.

(c) The form ψ(0, w) induces a non-zero section in Gr
W (N)
4 if, and only if, the double

residues of ψ(0, w) at the triple points are not all zero; ie., if g(0, 0, 0, w) 6= 0.

The Hodge norm is, up to a constant, the L2-norm

‖ψ(t, w)‖2 =

∫
X(t,w)

ψ(t, w) ∧ ψ(t, w)

of the holomorphic 2-forms ψ(t, w). Then ‖ψ(t, w)‖2 has an expansion in terms of powers

of log |t|−1, and the local contributions to the expansion in each of the above cases are

respectively

(a) ‖ψ(t, w)‖2 =

∫
|g(0, x2, x3, w)|2dx2 ∧ dx̄2 ∧ dx3 ∧ dx̄3,

(b) ‖ψ(t, w)‖2 =

(∫
|g(x1, 0, 0, w)|2dx1 ∧ dx̄1

)
log |t|−1 + C(t, w),

(c) ‖ψ(t, w)‖2 = |g(0, 0, 0, w)|2(log |t|−1)2 + B1(t, w) log |t|−1 + B2(t, w),

where B1, B2, C are smooth functions. This establishes the first part of the proposition:

namely, that the Hodge norms are of the form (4.2.4).

For the second part we will discuss the above three cases. In case (a) the 2-form ψ(0, w)

is holomorphic on the desingularization X̃(0,w) and the polarizing form is just the usual one

given by
∫
X̃(0,w)

ψ(0, w) ∧ ψ(0, w).

In case (b) σ3(w) is a section of Gr
W (N)
3 (LMHS), which is a Tate twist of a variation of

Hodge structure of weight one. Geometrically, the double residues of ψ(0, w) are zero and

the single residues induce holomorphic 1-forms Resψ(0, w) on the normalization D̃w of the

double curve of X(0,w). In this case there are two potential polarizing forms

(i) Q(Nu, v) on Gr
W (N)
3 (LMHS) (Hodge-theoretic one);

(ii)
∫
D̃w

Resψ(0, w) ∧ Resψ(0, w) (algebro-geometric one).

Up to a constant these polarizations agree; in §4.4 we will prove

Proposition 4.3.5. On Gr
W (N)
3 (LMHS) the polarizing form arising from the limiting

mixed Hodge structure coincides with the natural polarizing form on sub-Hodge structures

of H1,0(D̃w). (This result holds in full generality for π∗ωX/(∆∗)k×∆` .)

In case (c), σ4(w) is a section of Gr
W (N)
4 (LMHS), which is a family of polarized Hodge-

Tate structures along {0}×∆. The period domain is 0-dimensional and its curvature form√
−1
2 ∂∂ logA(0, w), where A(0, w) = |h(w)|2 with h(w) holomorphic, is zero.8 However, it is

8More precisely, one has a family of Hodge metrics on a single Hodge structure (this one being Hodge-

Tate). This defines a Hermitian line bundle on the parameter space, and the associated curvature form is

zero.
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of interest to observe that the polarizing form on Gr
W (N)
4 (LMHS) is by definition Q(N2u, v̄).

On the other hand

h(w) =
∑

double residues of ψ(0, w) ,

where the sum is over a subset of the double residues at the triple points of X(0,w). The

identifications of the polarizing form on Gr
W (N)
4 (LMHS) with |h(w)|2 will be discussed in

§4.4. �

Proof of Corollary 4.3.4. We take a section

σ(t, w) = ψ1(t, w) ∧ · · · ∧ ψpg(t, w)

of detFe where the ψi(t, w) give a framing of the canonically extended Hodge vector bundle

Fa → ∆ × ∆ that is adapted to the weight filtration W (N) ∩ Fe. As previously noted,

that means that we filter the sections of Fe → ∆ × ∆ by their logarithmic growth along

{0} ×∆. Setting h0 = dim I0,0 and h1,0 = dim I1,0, where we recall the Ip,q are the Hodge

decomposition of Gr(LMHS) along {0} ×∆, the calculation in the proof of the proposition

gives that up to a constant

Ωe = (2h0 + h1,0)PM + LOT

where LOT are lower order terms in the sense that that the ratio LOT/PM tends to zero as

t→ 0. Moreover the restriction Ωe|{0}×∆ of the current Ωe is defined and there it coincides

with the Chern form of the Hodge line bundle for the VHS over {0} × ∆ given by the

associated graded to the LMHS defined there.9 �

Remark 4.3.6. As noted in Remark 4.2.3, the assumption ` = 1 was made only for notational

convenience. It is straightforward to see that both Proposition 4.3.3 and Corollary 4.3.4

hold for the general case w ∈ ∆`.

At this point we may complete the argument for Theorem 1.4.1 in the introduction in the

special case where we consider only the weight n = 2 case, and we restrict to the geometric

situation where the period mapping (1.1.2) arises from a projective family X∗ → ∆∗k ×∆`

of smooth algebraic surfaces.

Proof of Theorem 1.4.1 in the weight n = 2 case. Given Remark 4.2.3, Corollary 4.3.4 es-

tablishes the result for k = 1. To complete the argument we now consider the case of a

period mapping (1.1.2) for arbitrary k and `. It suffices to prove

Claim 4.3.7. The general case may be reduced to the case k = 1 by a succession of 1–

parameter degenerations.

The claim is a consequence of the several-variable SL(2)-orbit theorem [CKS86]. We will

prove the claim in the case that k = 2, the argument extends in a straightforward fashion.

Recall (§2.4) that the nilpotent orbit approximating the degeneration limt1→0 Φ(t1, t2;w)

induces a variation of polarized Hodge structure (VPHS) Φ1(t2, w) over ∆∗ ×∆`. Likewise

9This required the non-vanishing of A(0, w) in (4.2.4).
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the degeneration limt1,t2→0 Φ1(t2, w) induces a VPHS Φ12(w) over ∆`. Similarly, the degen-

eration limt2→0 Φ1(t2, w) induces a VPHS Φ̌(w) over ∆`. It is a consequence of the SL(2)

orbit theorem that Φ̌(w) = Φ12(w), and this establishes the claim. �

4.4. Proof of Proposition 4.3.5. We will describe the limiting mixed Hodge structure

and its polarization for a family of surfaces X
π−→ ∆ with central fiber X = ∪i∈I Xi, with I

and ordered index set, a reduced normal crossing divisor in a smooth 3-fold X.10 The usual

notations

X [1] =
∐
i

Xi , X [2] =
∐
i<j

Xi ∩Xj , X [3] =
∐
i<j<k

Xi ∩Xj ∩Xk

will be used for the desingularized strata of X.

4.4.1. The limiting mixed Hodge structure. The groups that appear in the complex whose

cohomology gives the associated graded to the LMHS are Ha(X [b])(−c), 0 ≤ c ≤ b−1. The

I` = Gr
W (N)
` (LMHS) =

⊕
p+q=`

Ip,q , 0 ≤ ` ≤ 4.

are the E2-terms of a spectral sequence, where the E1-terms and differential d1, E1 → E1

will now be described in dual pairs.

Letting G and R denote the Gysin and restriction maps, respectively, for Gr
W (N)
4 and

Gr
W (N)
0 we have the dual complexes

H0(X [3])(−2) H2(X [2])(−1) H4(X [1])G G(4.4.1a)

H0(X [1]) H0(X [2]) H0(X [3]) .R R(4.4.1b)

The initial and terminal cohomology groups are

I4 = I2,2 = ker {G : H0(X [3])(−2) → H2(X [2])(−1)}(4.4.2a)

I0 = I0,0 = coker {R : H0(X [2]) → H0(X [3])} .(4.4.2b)

Here N2 : I2,2 → I0,0 is the “identity” under the composition

kerG → H0(X [3])(−2) → H0(X [3]) → cokerR ,

where “identity” means the usual identity mapping that ignores Tate twists.

10A general reference for this discussion is Chapter 11 in [PS08]. Here we will use the setting and notations

developed in [GG16].
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Next Gr
W (N)
2 is the cohomology in the middle of the complex

(4.4.3)

H2(X [1])

H0(X [2])(−1) H2(X [2])

H0(X [3])(−1)

R′G′

R G

As noted in [GG16], it is a consequence of the Friedman condition for smoothability [Fri83]

that the above is actually a complex; i.e., that the composition (R′⊕G)◦ (G′⊕R) = 0. We

will explain this in more detail §4.4.3.

The monodromy maps are induced by

kerG H0(X [3])(−2) cf. (4.4.1a)

coker R ∩ kerG H0(X [3])(−1) cf. (4.4.3)

coker R H0(X [3]) cf. (4.4.1b) ,

⊂

N id

⊂

N id

⊂

and the iteration N2 is (4.4.2).

For the odd weights for GrW (N)(LMHS) the analogue of (4.4.1) is the pair of dual

complexes

H1(X [2])(−1)
G−→ H3(X [1])(4.4.4a)

H1(X [2])
R−→ H1(X [2]) ,(4.4.4b)

and we have

I3 = ker (4.4.4a) and I1 = coker (4.4.4b) .

Monodromy is given by

kerG ⊂ H1(X [2])(−1)
“identity”−−−−−−−−→ H1(X [2]) → cokerR .

Replacing X by Xw we then have the descriptions

◦ F 2
a ∩ Gr

W (N)
4 = I2,2 ⊂ H1(X

[2]
w )(−1) is represented by the double residues of forms

ψ(0, w);

◦ F 2
a ∩Gr

W (N)
3 = I2,1 ⊂ H0(Ω1

X
[2]
w

)(−1) is represented by single residues of forms ψ(0, w)

whose double residues are zero;
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◦ F 2
a ∩Gr

W (N)
2 = I2,0 ⊂ H0(Ω2

X[1]) is represented by the holomorphic 2-forms ψ(0, w) both

whose double and single residues vanish.

4.4.2. Polarizations. We now turn to the issue of polarizations. There are two polarizing

forms on the groups

I2,k = F 2
a ∩Gr

W (N)
2+k (LMHS), k = 2, 1.

One is the Hodge-theoretic one arising from

Q̃(u, v̄) = Q(Nku, v̄).

The other is the geometric one obtained by:

◦ First taking limits, we realize the elements in I2,k as singular differential forms on X(0,w).

◦ Then by taking sequential residues of these forms we obtain holomorphic differentials on

the desingularized strata X
[1+k]
w of X(0,w).

◦ Finally we take the usual polarizing forms
∫
α ∧ β̄ of holomorphic forms on smooth

varieties.11

Proposition 4.3.5 asserts: The Hodge-theoretic and geometric polarizing forms coincide.

Proof of Proposition 4.3.5. We shall give the argument for this in the critical case k = 1.

The situation is this:

◦ We have a family Xt of smooth surfaces specializing to a singular surface X0 that has a

double curve D0 ⊂ X0.

◦ The ψt are holomorphic 2-forms in H0(Ω2
Xt

) that specialize to ψ0 ∈ H0(Ω2
X̃0

(D̃0)), which

is a 2-form on the normalization X̃0 of X0 having a log pole on the inverse image D̃0 of

the double curve on X0.

As we have seen (§4.3), there is an expansion

∫
Xt

ψt ∧ψt = C log
1

|t|
+ LOT . On the other

hand we have the 1-form Res(ψ̃0) =: ψ0 ∈ H0
(

Ω1
D̃0

)
, and the assertion is that up to a

universal constant

C =

∫
D̃0

Resψ0 ∧ Resψ0 .

By localizing along D̃0 and iterating the integral, this essentially amounts to the following

1-variable result: In C2 we consider the analytic curve Ct given by xy = t. On Ct we take

the Poincaré residue

ϕt = Res

[
g(x, y)dx ∧ dy

xy − t

]
.

Then locally ∫
Ct

ϕt ∧ ϕ̄t = |g(0, 0)|2 log |t|−1 + LOT .

�

11For 0-dimensional varieties this is just the usual product of complex numbers.
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4.4.3. Friedman condition for smoothability. We conclude this section with a brief discussion

of some of how parts of [Fri83] apply to complexes constructed from an abstract normal

crossing divisor X = ∪Xi to give conditions on complexes constructed from the cohomology

group Ha(X [b])(−c) to be the E1-term of a spectral sequence whose abutment is a limiting

mixed Hodge structure. If D = qi<jDij is the double locus of X, then as in [Fri83] in

terms of X above there is defined the infinitesimal normal bundle OD(X), and a necessary

condition for the smoothability of X is

(4.4.5) OD(X) ∼= OD.

If X is smoothable to be the central fiber in X → ∆, then OD(X) = OD ⊗ OX(X). The

cohomological implications of (4.4.5) then give conditions that diagrams such as (4.4.3)

actually be complexes whose cohomology is then the associated graded to a limiting mixed

Hodge structure.12 In other words, the condition (4.4.5) is sufficient to construct as in

[PS08] the spectral sequence that would arise from X→ ∆. To keep the notation as simple

as possible we shall do the case where X = X1 ∪ X2 ∪ X3 where Xi is locally given by

xi = 0 in C3. If X is smoothable so that along the double locus the smoothing is given by

x1x2 = t, then the relation dt = x2dx1 + x1dx2 translates away from the triple points into

OD12(X1)⊗OD12(X2) ∼= OD12 .

For a smoothable triple point p given by x1x2x3 = t we have dt = x2x3dx1 + x1x3dx2 +

x1x2dx3, which at x1x2 = 0, x3 = 0 gives

OD12(X2)⊗OD12(X2)⊗OD12(p) ∼= OD12 .

From this we obtain the triple point formula

(4.4.6) D2
12

∣∣
X1

+D2
12

∣∣
X2

+ 1 = 0 ,

where D2
12

∣∣
Xi

is the self intersection of D12 in Xi.

We now explain how (4.4.6) enters into (4.4.3). In

H2(X [1])

H0(X [2])(−1)

H0(X [3])(−1)

G′

R

12This discussion may be extended to the case when X is locally a product of normal crossing divisors

(such as arise from stable nodal curves), and also to the several parameter case where X is locally a product

of normal crossing divisors such as arise in the semi-stable reduction constructed in [AK00]. The details and

applications of this will appear elsewhere.
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the map is

[D12]|X1
− [D12]|X2

1D12

1p ,

where [D12]
∣∣
Xi

is the class of D12 in H2(Xi). For

H2(X [1])

H2(X [2]) = H2(X12) ⊕ H2(X13) ⊕ H2(X23)

H0(X [3])(−1)

R′

G

the maps are induced by

(4.4.7) [D12]
∣∣
X1
− [D12]

∣∣
X2
→

(
D2

12

∣∣
X2

+ D2
21

∣∣
X1

)
[X12] ⊕ (−[X13]) ⊕ (−[X23])

where as above D2
12

∣∣
X2

is the self-intersection of D12 in X2 and similarly for D2
21

∣∣
X1

, and

where [Xij ] is the fundamental class of Xij . The points here are:

(a) If C is a smooth, irreducible curve on a surface Y , then the restriction H2(Y )→ H2(C)

maps the class [C] ∈ H2(Y ) of C to the self-intersection number C2 times the generator

of H2(C); this accounts for the first term in (4.4.7).

(b) If C,C ′ are smooth, irreducible curves in Y meeting a point, then H2(Y ) → H2(C ′)

maps [C] to a generator of H2(C ′); this accounts for the last two terms in (4.4.7).

Using the above to compute the maps G′, R′, G,R in (4.4.3) we may draw the conclusion

The triple point formula for each pair of components of X implies that

(4.4.3) is a complex.

4.5. Appendix to §4: Extension of the geometric argument to the general case.

In this section we discuss some of the issues are that arise in trying to extend the above

geometric argument to the case of an arbitrary VPHS.

The setting is a projective family X∗
π−→ ∆∗k×∆` of smooth varieties X(t,w) = π−1(t, w)

where (t, w) = (t1, . . . , tk;w1, . . . , w`) are coordinates in ∆∗k×∆`. According to Abramovich–

Karu [AK00], after successive modifications and base changes the above family may be

completed to X
π−→ ∆k ⊗∆`, where X is smooth and the singular fibers Xw = π−1(0, w) are

locally a product of reduced normal crossing varieties. For the purposes of illustration we
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take the case k = 2, ` = 1 of a degenerating family of surfaces. The strata of Xw together

with local coordinates on X and the mapping π are

X [1]
w (x1, x2, x3, x4) → (t1 = x3, t2 = x4),

X [2,1]
w (x1, x2, x3, x4) → (t1 = x1x2, t2 = x4),

X [3,1]
w (x1, x2, x3, x4) → (t1 = x1x2x3, t2 = x4),

X [2,2]
w (x1, x2, x3, x4) → (t1 = x1x2, t2 = x3x4) ,

and similarly for X
[1,2]
w and X

[1,3]
w . The sections ψ(t, w) of the direct image of the relative

dualizing sheaf are locally double Poincaré residues of 4-forms where the two functions in

the denominator are the defining equations of the graph of π. For example, for X
[2,2]
w

ψ(t, w) = Res Res

[
f(x1, x2, x3, x4)dx1 ∧ dx2 ∧ dx3 ∧ dx4

(x1x2 − t1)(x3x4 − t2)

]
.

The highest order terms in the expansion of the Hodge norm

‖ψ(t, w)‖2 =

∫
X(t,w)

ψ(t, w) ∧ ψ(t, w)

are of the form

A1(w)(log |t1|−1)2 + B(w) log |t1|−1 log |t2|−1 + A2(w)(log |t2|−1)2 .

The lower order terms are of the form

C1(w) log |t1|−1 + C2(w) log |t2|−1 + D(w) .

When we compute ∂∂ log ‖ψ(t, w)‖2 and set dt1 = dt̄1 = dt2 = dt̄2 = 0 it is possible that

we could be left with a term like
log |t1|−1 + log |t2|−1

log |t1|−1 log |t2|−1
, which does not have a limit as

t1, t2 → 0.13 Consequently we need some control of what can appear in ∂∂ log ‖ψ(t, w)‖2.

As we will see in §5, the several-variable SL(2) orbit theorem gives us this control.

5. Asymptotic behavior of Chern forms

In this section we give a proof of Theorem 1.4.1 for an arbitrary variation of Hodge

structure. The theorem is a consequence of a more general result on the Chern forms of the

graded quotient Hodge bundles (Theorem 5.1.2).

5.1. The general statement. Recall the graded quotient Hodge bundles GrpF (Definition

1.3.3). Let GrpIF → Z∗I denote the pulled-back graded quotient Hodge vector bundle under

the period map ΦI : Z∗I → ΓI\DI . Associated to GrpIF is a principle bundle with fiber

group

HpI =

p∏
q=0

Aut(Hp−q,0
I (−q)) ×

n∏
q=p+1

Aut(H0,q−p
I (−p)) =

n∏
q=0

GL(hp,qI ,C) .

13The term log |t1|−1 corresponds to N1, the term log |t2|−1 to N2, and log |t1|−1 + log |t2|−1 to N1 +N2.
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Let

hpI =

p⊕
q=0

End(Hp−q,0
I (−q)) ⊕

n⊕
q=p+1

End(H0,q−p
I (−p)) =

n⊕
q=0

Mat(hp,qI ,C)

denote the Lie algebra of HpI ; here Mat(h,C) is the algebra of h× h complex matrices. Let

C[hpI ] be the algebra of C–polynomials on hpI , and let

Pp
I = C[hpI ]

HpI :=
{
P ∈ C[hpI ] : P (X) = P (Adg(X)) ∀ X ∈ hpI , g ∈ H

p
I

}
be the subalgebra of polynomials that are invariant under the induced action of Ad(HpI). Let

hpI be the induced Hodge metric on GrpIF → Z∗I , and let Υp
I denote the associated curvature

form. We have the Chern–Weil homomorphism Pp
I → H•(Z∗I ,C) mapping P 7→ P (Υp

I).

The extended Hodge bundles F
p
e → B induce

(5.1.1) HpJ ↪→ HpI for all I ⊂ J ,

(cf. §5.2.3) so that Pp
I ⊂ Pp

J for all I ⊂ J . Keeping in mind that B = Z∗∅ , we write

GrpF = Grp∅F , Pp = Pp
∅ and Υ = Υ∅. With this notation we have

Pp ⊂ Pp
I for all I .

Fix a point bo ∈ Z∗I and a coordinate chart (t, w) ∈ ∆k ×∆` ' U ⊂ B centered at bo so

that U = U ∩B ' ∆∗k ×∆`, with k = |I|. Without loss of generality I = {1, . . . , k}. Note

that Z∗I ∩ U = {0} ×∆`.

Theorem 5.1.2. Fix P ∈ Pp. Then

lim
t→0

[P (Υp(t, w)) mod {dti,dt̄i | 1 ≤ i ≤ k}] ≡ P (Υp
I(w)) .

We will now deduce Theorem 1.4.1 from Theorem 5.1.2. Then the remainder of §5 will be

occupied with the proof of Theorem 5.1.2; the argument is outlined in §5.1.2.

5.1.1. Proof of Theorem 1.4.1. Theorem 1.4.1 may be reformulated as

Theorem 5.1.3. The curvature forms of the augmented Hodge line bundles satisfy

lim
t→0

[
Ω̂(t, w) mod {dti, dt̄i | 1 ≤ i ≤ k}

]
≡ Ω̂I(w) .

Theorem 5.1.3 is a corollary of

Theorem 5.1.4. Let Ωp and Ωp,I be the Chern forms of the line bundles det GrpF and

det GrpIF, respectively. Then

lim
t→0

[Ωp(t, w) mod {dti, dt̄i | 1 ≤ i ≤ k}] ≡ Ωp,I(w) .

Proof of Theorem 5.1.3. This follows directly from Theorem 5.1.4 and the fact that Λ̂ is

expressed as a tensor product of the powers of the det GrpF’s (Definition 1.3.4). �

Proof of Theorem 5.1.4. This is Theorem 5.1.2 in the case that P = trace. �
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5.1.2. Outline of the proof of Theorem 5.1.2. Given a nondegenerate Hermitian matrix

h = (hab(t, w)), define hab(t, w) by hachbc = δab . The associated curvature matrix (modulo

dt,dt) is given by Υ[h] = (Υ[h]ab ) with

Υ[h]ab := −
∑
i,j

∂wj (hac · ∂wihbc) dwi ∧ dwj .

The Hodge metric induces nondegenerate Hermitian forms hp on GrpF → U and hpI
on GrpIF → ∆`.14 When these forms are expressed as matrices (relative to a holomorphic

framing), we have Υ[hp] ≡ Υp mod dti, dti, and Υp
I = Υ[hpI ]. We wish to show that

(5.1.5) lim
t→0

P
(
Υ[hp]

)
(t, w) = P

(
Υ[hpI ]

)
(w) .

This will be a consequence of the analysis of asymptotics utilized by Cattani–Kaplan–

Schmid to establish their estimates for the Hodge metric [CKS86, §5]. The hypothesis

P ∈ Pp enters as follows: If A(t) = (Aab (t)) and B(t) = (Ba
b (t)) are invertible matrices, and

(5.1.6a) h̃ab(t, w) = Aca(t)hcd(t, w)Bd
b (t) ,

then Υ[h̃]ab = (A−1)ac Υ[h]cdA
d
b , so that

(5.1.6b) P
(
Υ[h]

)
= P

(
Υ[h̃]

)
for all P ∈ Pp

by definition of Pp. This is important because the metric h blows-up as we approach

the divisor Z at infinity. The several-variable SL(2)–orbit theorem provides a method for

replacing h with an h̃ that is bounded at infinity (§5.4.1). One may then argue, via additional

applications of (5.1.6), that (5.1.5) holds (§5.4.3). More precisely, we fix a sequence tµ =

(tµ1, . . . , tµk) ∈ ∆∗k converging to 0. Writing `(tµj) = zµj = xµj +
√
−1yµj , we have

yµj = − 1
π log |tµj |. Restricting to a subsequence if necessary (and dropping the subscript

µ), we may assume without loss of generality that either yi/yj → 0, yi/yj → ∞, or yi/yj
is bounded (away from both 0 and ∞). Reordering indices if necessary, we may assume

that there exists K = {k1, . . . , kρ} ⊂ {1, . . . , k} = I so that ykα/ykα+1 → ∞ and yj/ykα is

bounded for all kα−1 < j < kα. In §5.3.1 we will employ a collection of commuting SL(2)’s

that is well-suited to studying the asymptotic behavior of Υ[hp](t, w) under such a sequence.

The key tool here is a semisimple automorphism ε(t, w) associated with the SL(2)’s, and

it is the asymptotic behavior of Adε(t,w), and its eigenvalues, that yields the bounded h̃,

cf. Lemma 5.3.14.

The remainder of §5 is occupied with the proof of Theorem 5.1.2. After recalling the

local coordinate expressions for the metrics on the Hodge bundles (§5.2), we review the

Cattani–Kaplan–Schmid asymptotics (§5.3). Equation (5.1.5) is proved in §5.4.

5.2. Review of the Hodge bundles and their curvature. We begin by reviewing the

bundles GrpIF and their curvature forms Υp
I .

14When p = n, the form hnI is positive definite. In general, hpI will have mixed signature.
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5.2.1. Deligne’s R–split PMHS. Set

N := N1 + · · ·+Nk and W := W (N) .

Recall the notation (2.1.2) for the local variation of Hodge structure Φ(t, w) = exp
(∑

i∈I `(ti)Ni

)
·

F (t, w). In general, the LMHS (W,F (0, w)) will not be R–split. It will be convenient

to work with Deligne’s associated R–split MHS (W (N), F̃w), cf. [CKS86, (2.20)]; here

F̃w = exp(−√−1 δw) · F (0, w). The element δw ∈ gR commutes with the Ni, and w 7→ δw is

a real analytic map ∆` → gR. Let

(5.2.1) VC =
⊕

Ĩp,qw and gC =
⊕

g̃p,qw

be the associated Deligne splittings. Set

ñw :=
⊕
p < 0

q

g̃p,qw = g̃−,•w .

Note that

(5.2.2) gC = ñw ⊕ p̃w ,

where p̃w is the Lie algebra of StabGC(F̃w). There exists a unique holomorphic map

X : U → ñ0

so that X(0, 0) = 0 and

(5.2.3a) Φ(t, w) = exp
(√
−1 δ0 +

∑k
i=1 `(ti)Ni

)
ζ(t, w) · F̃0 ,

where

(5.2.3b) ζ(t, w) := expX(t, w) .

See [CKS86, §5] for details. Set

η(t) := exp
(√
−1 δ0 +

∑k
i=1 `(ti)Ni

)
.

5.2.2. The metric on the quotient Hodge vector bundle GrpF. Fix a set {va} ⊂ F̃ p0 of linearly

independent vectors with the property that {va mod F̃ p+1
0 } forms a basis of GrpF̃0 =

F̃ p0 /F̃
p+1
0 . Then

va(t, w) := η(t)ζ(t, w) va

is naturally identified with a local holomorphic framing of the quotient Hodge vector bundle

GrpF → U. Let {va(t, w)} denote the dual coframing. Then the Hermitian metric

(5.2.4a) h(t, w) = hab(t, w) va ⊗ v̄b

on GrpF is given by

(5.2.4b) hab(t, w) := (
√
−1)nQ

(
va(t, w) , vb(t, w)

)
.

Define hab(t, w) by

hab(t, w)hac(t, w) := δbc .
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The curvature form on the quotient Hodge vector bundle GrpF → U is

Υp = ∂̄ (hac · ∂hbc) va ⊗ vb .

5.2.3. The metric the quotient Hodge vector bundle GrpIF. Let Xp,q
0 denote the component

of X taking value in g̃p,q0 . Define XI(w) = ⊕X−p,p0 (0, w), and set

(5.2.5) ζI(w) := exp XI(w) .

Recall that F̃ p0 = ⊕r≥pĨr,•0 , so that GrpF̃0 ' Ĩp,•0 = ⊕q Ĩp,q. Refine the set {va} so that

va ∈ Ĩp,q0 for some q = q(a). (It is this refined basis that gives us the inclusion (5.1.1).)

Then

vIa(w) := ζI(w) va

defines a local holomorphic framing of the quotient Hodge vector bundle GrpIF → ∆`. Let

vaI (w) denote the dual coframing. Then the Hermitian metric

(5.2.6a) hI(w) = hIab(w) vaI ⊗ vbI

on GrpIF is given by

(5.2.6b) hIab(w) =

 (
√
−1)n−q Q

(
ζI(w)va , N

q ζI(w)va
)
, q = q(a) = q(b) ,

0 q(a) 6= q(b) .

Defining habI (w) by

habI (w)hIac(w) = δbc ,

the curvature form of GrpIF → ∆` is

Υp
I := ∂̄

(
hacI · ∂hIbc

)
vIa ⊗ vbI .

5.2.4. Horizontality. Recall (§2.3) that X(0, w) lies in the Lie algebra

zC := {Z ∈ gC | [Z,Nj ] = 0 , ∀j} =
k⋂
j=1

ker (adNj)

of the centralizer

ZC := {g ∈ GC | AdgNi = Ni , ∀i} .

Notice that ZC is defined over Q, preserves the weight filtration W (N), and that the Lie

algebra inherits a decomposition

zC =
⊕
`≤0

z`(w) , with z`(w) := zC ∩ ⊕p+q=` g̃p,qw

from the Deligne splitting. The function XI(w) of §5.2.3 is the component of X(0, w) taking

value in g̃`(0). In particular, both XI(0, w) and ζI(w) commute with the {Nj}kj=1.
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5.2.5. Relationship between the R–split F̃w. The Hodge filtrations F̃w are all congruent to

F̃0 under the action of ZR [KP16]. In particular, we may choose a real analytic function

ψ : ∆` → exp(zR) ⊂ ZR so that ψ(0) is the identity and

(5.2.7) ψ(w) · F̃w = F̃0 .
15

5.3. The Cattani–Kaplan–Schmid asymptotics. Here we briefly review the necessary

results from [CKS86, §5].16

5.3.1. The CKS coordinates. Fix K = {k1, . . . , kρ} ⊂ {1, . . . , k} so that 1 ≤ k1 < · · · <
kρ = k. Define

sα := ykα/ykα+1 , for α < ρ , and sρ := yk ;

ujα := yj/ykα , for kα−1 < j < kα .

Define

Rk+ := {y = (yj) ∈ Rk | yj > 0}
Rρ+ := {s = (sα) ∈ Rρ | sα > 0}

Rk−ρ+ := {u = (ujα) ∈ Rk−ρ | ujα > 0} .

Let

A := (real) analytic functions of (u,w) ∈ Rk−ρ+ ×∆` ,

L := Laurent polys. in {s1/2
α } with coef. in A ,

O := pullback to Hk ×∆` of the ring of holo. germs at 0 ∈ ∆r = ∆k ×∆`

via Hk → (∆∗)k ↪→ ∆k ,

L[ := polys. in s−1/2
α with coef. in A ,

(O⊗ L)[ := subring of O⊗ L gen. by O, L[, and all monomials of the form

tjs
m1/2
1 · · · smρ/2ρ with mα ∈ Z and mα 6= 0 only if j ≤ iα.

15This choice of ψ(w) is not unique. There is a unique choice of ψC : ∆` → exp(zC ∩ ñ0) ⊂ ZC so that

ψC(0) is the identity and ψC(w) · F̃w = F̃0. Nonetheless it is better to work with the ZR–value ψ(w), because

the Hermitian metric hFn is GR–invariant, but not GC–invariant. And ultimately the argument and result

are independent of our choice.
16The arguments of [CKS86, §5] assume that ` = 0, so that the holomorphic parameter w does not play a

role. However, the proofs there (up to and including that of [CKS86, (5.14)]) all apply, in a straightforward

manner, in our more general setting to yield the assertions below.
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We identify Rk+ with Rρ+ × Rk−ρ+ by y 7→ (s, u). Recall that H ⊂ C denotes the upper-half

plane. Given c > 0 define

(Rk+)Kc :=
{
y ∈ Rk+ | sα > c , 1/c ≤ ujα ≤ c

}
(Hk

+)Kc :=
{
z ∈ Hk | z = x+

√
−1y , y ∈ (Rk+)Kc

}
(∆∗k)Kc :=

{
t ∈ (∆∗)k | `(tj) ∈ (Hk)Kc

}
.

Lemma 5.3.1 ([CKS86, (5.7)]). (a) For any c > 1, the regions (∆∗k)Kc corresponding to the

various permutations of the variables and choices of K ⊂ {1, . . . , k} cover the intersection

of (∆∗)k with a neighborhood of 0 ∈ ∆k. (b) The set (O ⊗ L)[ consists of precisely those

elements in O⊗ L that are bounded on (Hk)Kc for some (any) c.

Remark 5.3.2. The coordinates y = (s, u) are well-adapted to study the asymptotic behavior

of the Hodge metric and Chern form for the sequence tµ (cf. the outline of the proof of

Theorem 5.1.2 in §5.1.2). Throughout the remainder of §5, the notation

f(x, s, u;w) −̂→ g(x, u;w) (or f(t, w) −̂→ g(x, u;w))

will indicate that f(x, s, u;w) converges to g(x, u;w) as s1, . . . , sρ → ∞, and that this

convergence is uniform on compact subsets of {x ∈ Rk} × {ujα ∈ Rk−ρ+ } × {w ∈ ∆`}.

5.3.2. Commuting SL(2)’s. Define

Nα(u) := Nkα +
∑

kα−1<j<kα

ujαNj =
1

ykα

∑
kα−1<j≤kα

yjNj .

Note that

(5.3.3)

k∑
j=1

yjNj =

ρ∑
α=1

(sαsα+1 · · · sρ)Nα(u) .

Since each exp(
∑
zjNj)·F̃w is a nilpotent orbit, it follows that exp(

∑
α zkαNα(u))·F̃w is also

a nilpotent orbit. The several-variable SL(2)–orbit theorem [CKS86, (4.20)] associates to

this nilpotent orbit a collection {να : SL(2,C)→ GC}ρα=1 of commuting horizontal SL(2)’s.

Let {N̂α(u,w) , Ŷα(u,w) , N̂+
α (u,w)}ρα=1 denote the να–images of the standard generators

of sl(2,R). Each of N̂α, Ŷα and N̂+
α is a gR–valued member of A. Furthermore,

(5.3.4)
{
N̂α(u,w) , Ŷα(u,w) , N̂+

α (u,w)
}

= Ad−1
ψ(w)

{
N̂α(u, 0) , Ŷα(u, 0) , N̂+

α (u, 0)
}
,

for all 1 ≤ α ≤ ρ.

Proof of (5.3.4). This is a consequence of (5.2.7) and [CKS86, (4.75)]: note that the func-

tions T = T (W,F ) and Φ = Φ(Y, F ) of [CKS86, p. 506] are GR–equivariant. �



36 GREEN, GRIFFITHS, LAZA, AND ROBLES

Define

(5.3.5) Yα(u,w) :=
α∑
β=1

Ŷβ(u,w)
(5.3.4)

= Ad−1
ψ(w)Y

α(u, 0) .

It follows directly from the CKS–construction that

(5.3.6) Yρ(u,w) is the element of gR acting on g̃w,` by ` ∈ Z;

in particular, Yρ
w := Yρ(u,w) is independent of u.

5.3.3. Eigenspace decompositions. Set

(5.3.7) ε(y, w) = ε(s, u;w) := exp

(
1
2

∑
α

log sαYα(u,w)

)
= Ad−1

ψ(w)ε(s, u; 0) .

Recall that the eigenvalues of Yα(u,w) are integers. Since Yα depends real-analytically

on (u,w), both the eigenvalues and their multiplicities are independent of (u,w), and the

eigenspaces depend real-analytically on (u,w).

(5.3.8)
If Yα(u,w) acts by the eigenvalue eα ∈ Z,

then ε(s, u;w) acts by the eigenvalue
∏
α s

eα/2
α .

So ε(s, u;w) is a GR–valued function in L. Additionally Yα(u,w) ∈ g̃0,0
w,R, so that Yα(u,w)

preserves the Deligne splittings (5.2.1). Consequently,

(5.3.9) ε(s, u;w) ∈ GDSw
R := {g ∈ GR | g(Ĩp,qw ) = Ĩp,qw , ∀ p, q} .

This has two consequences: first,

(5.3.10) ε(s, u;w) · F̃w = F̃w = ε(s, u;w)−1 · F̃w .

Second, since ε(s, u;w) is semisimple,

(5.3.11) Ĩp,qw decomposes into a direct sum of ε(s, u;w)–eigenspaces.

Since the {Yα(u,w)}ρα=1 are commuting semisimple endomorphisms, the Lie algebra

admits a simultaneous eigenspace decomposition

gR =
⊕

e1,...,eρ∈Z
ge1,...,eρ(u,w) ,

with ad Yα acting on ge1,...,eρ by the eigenvalue eα ∈ Z. In particular,

(5.3.12) Adε(s,u;w) acts on ge1,...,eρ(u,w) by the eigenvalue
∏
α

seα/2α .

The eigenspaces ge1,...,eρ(u,w) depend real-analytically on (u,w), and (5.3.5) implies

ge1,...,eρ(u,w) = Ad−1
ψ(w)ge1,...,eρ(u, 0) .
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Recollect that the common intersection of the weight filtrations

(5.3.13) w :=

ρ⋂
α=1

W0 (ad(N1 + · · ·+ Nα)) =
⊕

e1,...,eρ≥0

g−e1,...,−eρ(u,w)

is the direct sum of the eigenspaces for the nonpositive eigenvalues. The following is the

key lemma in our analysis of the asymptotic behavior of the curvature matrix.

Lemma 5.3.14. Suppose that U(u,w) ∈ w depends continuously on (u,w). Let U ′(u,w)

denote the component of U(u,w) taking value in

g0,...,0(u,w) = {X ∈ g | [Yα(u,w), X] = 0 , ∀ α} =
⋂
α

ker(ad Yα(u,w)) ,

with respect to the decomposition (5.3.13). Then (5.3.12) yields

ε(s, u;w) exp(U(u,w)) ε(s, u;w)−1 −̂→ exp(U ′(u,w)) ,

cf. Remark 5.3.2.

Proof. This is an immediate consequence of (5.3.12). �

5.3.4. Asymptotic behavior. We will find it useful to write

(5.3.15a) η(t) ζ(t, w) = ψ(w) exp(
∑
xjNj)νw(y)ξ(t, w)ψ(w)−1 ,

(cf. §5.2.1), where

(5.3.15b)
νw(y) := exp

√
−1

(
Ad−1

ψ(w)δ0 +
∑k

i=1 yiNi

)
ξ(t, w) := ψ(w)−1ζ(t, w)ψ(w) = exp Ad−1

ψ(w)X(t, w) .

This allows us to rewrite (5.2.3) as

(5.3.15c) Φ(t, w) = ψ(w) exp(
∑
xjNj)νw(y)ξ(t, w) · F̃w .

Define

µ(s, u;w) := ε(s, u;w)ξ(0, w)ε(s, u;w)−1 .

Recall that X(0, w) = log ζ(0, w) takes value in the centralizer z = ∩j ker(adNj) of the

{Nj}kj=1 (§2.3). Notice that

(5.3.16) z ⊂
ρ⋂

α=1

ker (ad(N1 + · · ·+ Nα)) ⊂
ρ⋂

α=1

W0 (ad(N1 + · · ·+ Nα)) = w .

Let Xu(w) denote the component of X(0, w) taking value in g0,...,0(u, 0) with respect to the

decomposition gC = ⊕ ge1,...,eρ(u, 0), and set ζu(w) := exp(Xu(w)). Then (5.3.5) implies

U ′(u,w) = Ad−1
ψ(w)Xu(w).

Lemma 5.3.17. Both µ and µ−1 belong to L[, and

µ(s, u;w) −̂→ exp Ad−1
ψ(w)Xu(w) = ψ(w)−1ζu(w)ψ(w) .
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Proof. Write ξ(0, w) = exp(U(w)) with U(w) = Ad−1
ψ(w)X(0, w). The result now follows

from Lemma 5.3.14 �

Define λ = λ1 · λ2 by

λ1(t, w) := ε(s, u;w) νw(y) ε(s, u;w)−1

λ2(t, w) := ε(s, u;w) ξ(t, w) ε(s, u;w)−1 ,

so that

(5.3.18)
η(t) ζ(t, w) = ψ(w) exp (

∑
xiNi) ε(t, w)−1λ(t, w)ε(t, w)ψ(w)−1 ,

Φ(t, w) = ψ(w) exp (
∑
xiNi) ε(t, w)−1λ(t, w)ε(t, w) · F̃w .

Set

(5.3.19) N(u,w) :=
∑
α

N̂α(u,w)
(5.3.4)

= Ad−1
ψ(w)N(u, 0) .

To simplify notation we set

N(u) := N(u, 0) .

Lemma 5.3.20 ([CKS86, §5]). Both λ and λ−1 belong to (O⊗ L)[, and

λ(t, w) −̂→ ψ(w)−1 exp (
√
−1 N(u, 0)) ζu(w)ψ(w) .

When ` = 0, the lemma is proved by Cattani–Kaplan–Schmid in [CKS86, pp. 511–512].

Their argument extends to the general case with only minor modification; we sketch the

proof here for completeness.

Proof. The proof of [CKS86, (5.12)] applies here to yield

(5.3.21)
Adε(s,u;w)Ad−1

ψ(w)δ0 −̂→ 0 ,

Adε(s,u;w)

∑k
j=1 yjNj −̂→ N(u,w) ,

so that

(5.3.22) λ1(t, w) −̂→ exp(
√
−1 N(u,w)) .

Briefly, (5.3.21) is a consequence of Lemma 5.3.14, and the facts (a) that

Ad−1
ψ(w)δ0 ∈ z ∩

⊕
p,q≤−1

g̃p,qw ⊂
⊕

e1, · · · , eρ−1 ≥ 0
eρ ≥ 2

g−e1,...,−eρ(u,w)

and (b) the observation (5.3.3) and the fact [CKS86, (4.20.iii)] that N̂α(u,w) is the compo-

nent of Na(u) taking value in

z ∩
α−1⋂
β=1

ker(ad Yβ(u,w)) ⊂
⊕

eα,...,eρ≥0

g0,...,0,−eα,...,−eρ(u,w) .
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From (5.2.3) and (5.3.15) we see that the nilpotent orbit asymptotically approximating

Φ(t, w) is

θ(t, w) = η(t)ζ(0, w) · F̃0

= ψ(w) exp(
∑
xjNj)νw(y)ξ(0, w) · F̃w

= ψ(w) exp(
∑
xjNj) ε(s, u;w)−1λ1(s, u;w)ε(s, u;w) ξ(0, w) · F̃w .

Fix a GR–invariant distance d on D. Keeping (5.3.10) and (5.3.18) in mind, the nilpotent

orbit theorem [CKS86, (1.15.iii)] implies

d (Φ(t, w) , θ(t, w)) = d
(
λ(t, w) · F̃w , λ1(t, w)µ(s, u;w) · F̃w

)
−̂→ 0 .

It then follows from Lemma 5.3.17 and (5.3.22) that

λ(t, w) · F̃w −̂→ exp(
√
−1 N(u,w)) · ψ(w)−1ζu(w)ψ(w) · F̃w .

Therefore

λ2(t, w) · F̃w −̂→ ψ(w)−1ζu(w)ψ(w) · F̃w .
Since both λ2(t, w) and ψ(w)−1ζu(w)ψ(w) take value in exp(ñw), it follows from (5.2.2) that

(5.3.23) λ2(t, w) −̂→ ψ(w)−1ζu(w)ψ(w) .

The lemma now follows from (5.3.19), (5.3.22) and (5.3.23). �

5.4. Proof of Theorem 5.1.2. First we show that the limit on the left-hand side of (5.1.5)

exists (Lemma 5.4.4), and then we show that equality holds (5.4.21).

5.4.1. Step 1: the limit exists. From (5.3.9) we see that there exists an invertible matrix

A(u) = (Aba(u)), depending real-analytically on u so that Aba(u) = 0 if q(a) 6= q(b), and∑
bA

b
a(u)vb is an eigenvector of Yα(u, 0) with eigenvalue eαa, for all α. Then, as noted in

(5.3.8), ε(s, u; 0) acts on Aba(u)vb by the eigenvalue

ea(s) :=
∏
α

seαa/2α .

Let A(u)−1 = (Bb
a(u)) denote the inverse matrix. Then

(5.4.1a) ε(s, u; 0) va =
∑
b,c

Bb
a(u)eb(s)A

c
b(u) vc .

Notice that E(s, u) = (Eca(s, u)),

(5.4.1b) Eca(s, u) :=
∑
b

Bb
a(u)eb(s)A

c
b(u) ,

is the matrix representing ε(s, u; 0) with respect to the basis {va}, and we have

(5.4.2) detE(s, u) =
∏
c

ec(s) .

Set

(5.4.3) ṽa(w) := ψ(w)−1 va .
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Then (5.3.4) implies ε(s, u;w) acts on Aba(u)ṽb(w) by the eigenvalue ea(s), and

ε(s, u;w) ṽa(w) =
∑
c

Eca(s, u)ṽc(w) .

Define h1(u,w) = (h1
ab(u,w)) by

h1
ab(u,w) = Q

(
exp(2

√
−1 N(u))ζu(w) va , ζu(w) vb

)
Lemma 5.4.4. Suppose that t ∈ (∆∗k)Kc . Then

P
(
Υ[h](t, w)

)
−̂→ P

(
Υ[h1](u,w)

)
.

Proof. We have

va(t, w) = η(t)ζ(t, w) va

= ψ(w) exp(
∑
xjNj)ε(s, u;w)−1λ(t, w)ε(s, u;w) ṽa(w)

=
∑
c

Eca(s, u)ψ(w) exp(
∑
xjNj)ε(s, u;w)−1λ(t, w) ṽc(w) .

Define ṽc(t, w) := ψ(w) exp(
∑
xjNj)ε(s, u;w)−1λ(t, w) ṽc(w), so that va(t, w) = Eca(s, u) ṽc(t, w).

Then

(5.4.5)
hab(t, w) = (

√
−1)nEca(s, u)Edb (s, u)Q

(
ṽc(t, w) , ṽd(t, w)

)
= (

√
−1)nEca(s, u)Edb (s, u) h̃cd(t, w) ,

where

h̃cd(t, w) := Q
(
ṽc(t, w) , ṽd(t, w)

)
= Q

(
λ(t, w) ṽc(w) , λ(t, w) ṽd(w)

)
.

Then (5.1.6) yields

(5.4.6) P (Υ[h]) = P (Υ[h̃]) .

From Lemma 5.3.20 and (5.4.3) we see that

(5.4.7) h̃(t, w) −̂→ h1(u,w) .

Therefore P (Υ[h̃])−̂→P (Υ[h1]). The lemma now follows from (5.4.6). �

5.4.2. Interlude: the Chern form of the Hodge line bundle. We pause in the proof of Theo-

rem 5.1.2 to recover a result of Kollár’s (Proposition 5.4.12). Consider the case that p = n,

so that GrpF = Fn is the Hodge vector bundle. Then deth(t, w) is the metric on the Hodge

line bundle Λ = detFn → B. The asymptotic relationship of the Chern form

Ω := ∂∂ log deth(t, w)

to the Poincaré metric (4.2.7) is given by (5.4.10). From (5.4.2), (5.4.5) and (5.4.7) we see

that

deth(t, w) =
√
−1

m det h̃(t, w) (detE(s, u))2 = det h̃(t, w)
∏
a

ea(s)
2 ,



PERIOD MAPPINGS AND THE HODGE LINE BUNDLE 41

with m = n rankFn, and

det h̃(t, w) −̂→ deth1(u,w) .

So (dropping the
√
−1

m)

(5.4.8)

log deth(t, w) = log det h̃(t, w) +
∑
α,a

eαa log sα

= log det h̃(t, w) +
∑
α,a

eαa log

(
log |tkα |

log |tkα+1 |

)
,

and

(5.4.9) log det h̃(t, w) −̂→ log deth1(u,w) .

Differentiating yields

∂tkβ log deth(t, w) −̂→
∑
a

(eβ,a − eβ−1,a)
dtkβ

tkβ log |tkβ |2

∂tkβ
∂tkβ log deth(t, w) −̂→

∑
a

(eβ,a − eβ−1,a)
dtkβ ∧ dtkβ

|tkβ |2
(
log |tkβ |2

)2 .(5.4.10)

Remark 5.4.11. We claim that the coefficients eβ,a − eβ−1,a are all nonnegative integers.

The way to see this is to recall that eβ,a is an eigenvector of Yβ. So eβ,a − eβ−1,a is an

eigenvector of Yβ − Yβ−1 = Ŷβ. The va ∈ Hn−q,0
I (−q) are all highest weight vectors for

the SL(2)’s; that is, N̂+
α (u, 0)va = 0. The claim follows from standard SL(2)–representation

theory.

Proposition 5.4.12 (Kollár [Kol87]). The integral

∫
B

Ωk+` <∞ is finite.

Proof. It suffices to prove

(5.4.13)

∫
U

Ωk+` <∞ .

Fix c > 1. As noted in Lemma 5.3.1, a neighborhood of 0 in U is covered by (a finite

number of) sets of the form

UKc :=
{

(t, w) ∈ (∆∗)Kc ×∆` | 1/c ≤ ujα ≤ c , sα > c
}
.

Consequently, we see that to prove (5.4.13) it suffices to show that

(5.4.14)

∫
UKc

Ωk+` < ∞ .

From (5.4.8) we see that Ω = η + τ , where η = ∂∂ log det h̃(t, w) and

τ := ∂∂
∑
α,a

eαa log

(
log |tkα |

log |tkα+1 |

)
=
∑
a

(eβ,a − eβ−1,a)
dtkβ ∧ dtkβ

|tkβ |2
(
log |tkβ |2

)2 .
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So to prove (5.4.14), it suffices to show that

(5.4.15)

∫
UKc

ηa ∧ τ b < ∞ ,

for every 0 ≤ a, b ∈ Z such that a + b = k + `. We will prove (5.4.15) by induction on

|K| = ρ.

Set η1 := ∂∂ log deth1(u,w). Then
∫
UKc

ηa1 ∧ τ b <∞. It follows from (5.4.9) that there

exists c′ (depending on c > 1) so that

(5.4.16)

∫
VK
c,c′

ηa ∧ τ b < ∞ ,

where

VKc,c′ =
{

(t, w) ∈ UKc | sα > c′ , ∀ α
}
.

Notice that

UKc \ VKc,c′ =
{

(t, w) ∈ UKc | ∃ α s.t. c < sα ≤ c′
}
.

In particular,

(5.4.17) UKc \ VKc,c′ ⊂
⋃

K′(K

UK
′

c′ .

If |K| = 1, then s = (s1, . . . , sρ) = (s1). So that

UKc \ VKc,c′ =
{

(t, w) ∈ UKc | c < s1 ≤ c′
}

has compact closure in U. The desired (5.4.15) then follows from (5.4.16).

For |K| > 1, the desired (5.4.15) now follows from (5.4.17) by induction. �

As Kollár [Kol87] observes, the proposition yields

Corollary 5.4.18.

∫
B

Ωk+` = (−2π
√
−1)k+`c1(Fne )k+`.

Remark 5.4.19. Proposition 5.4.12 and Corollary 5.4.18 also hold in the case that ω is the

Chern form Ω̂ of the augmented Hodge line bundle, essentially by the same argument. There

is one subtlety here regarding Remark 5.4.11: the eigenvalues eβ,a−eβ−1,a appearing in this

case need not be non-negative. However, the powers fp in Definition 1.3.4 ensure that any

negative eigenvalues are dominated by positive eigenvalues. More precisely, in the case of

the augmented Hodge line bundle, the right-hand side of (5.4.10) becomes

d(n+1)/2e∑
p=n

∑
va∈Ip,•0

fp (eβ,a − eβ−1,a)
dtkβ ∧ dtkβ

|tkβ |2
(
log |tkβ |2

)2 .
Standard SL(2)–theory ensures that the sum

d(n+1)/2e∑
p=n

∑
va∈Ip,•0

fp (eβ,a − eβ−1,a)
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is a non-negative integer.

Finally we would like to close this section by noting that the analysis above (and the

compactness of B) imply

Lemma 5.4.20. If ψ ∈ A
1,1

B
is a smooth (1, 1)-form on B, then there exists ε = ε(ψ) > 0

so that
∫
C Ω̂ ≥ ε

∫
C ψ for all curves C ⊂ B.

5.4.3. Step 2: equality. In order to prove (5.1.5), and establish Theorem 5.1.2, it remains

to show that

(5.4.21) P
(
Υ[h1](u,w)

)
= P

(
Υ[hI ](w)

)
.

Proof of (5.4.21). First recall that
∑
yjNj commutes with ξ(0, w). Consequently, Adε(s,u;w)

∑
yjNj

commutes with µ(s, u;w). It follows from Lemma 5.3.17 and (5.3.21) that N(u,w) and

ψ(w)−1ζu(w)ψ(w) commute. Then (5.3.19) implies N(u) = N(u, 0) and ζu(w) commute.

Finally, we note that (5.3.6) implies that ζu(w) preserves the Ĩ0,` = ⊕p+q=`Ĩp,q0 , for all `.

These observations, along with the fact that N(u) polarizes the MHS (W, F̃0), implies

h1
ab(u,w) :=

 (2
√
−1)q Q

(
ζu(w)N(u)q va , ζu(w) vb

)
, q = q(a) = q(b) ;

0 , otherwise.

The observation (5.1.6) implies that the Hermitian matrix h2(u,w) = (h2
ab(u,w)) given by

h2
ab(u,w) :=

 Q
(
ζu(w)N(u)q va , ζu(w) vb

)
, q = q(a) = q(b)

0 , q(a) 6= q(b) ,

satisfies

(5.4.22) P
(
Υ[h1](u,w)

)
= P

(
Υ[h2](u,w)

)
.

Each of the cones

σ := spanR>0
{N1, . . . , Nk} and σ̂u := spanR>0

{N̂1(u, 0), . . . , N̂ρ(u, 0)}

is contained in an Ad(GDS0
R )–orbit (cf. (5.3.9)), [Rob16, Corollary 4.9]. Additionally, [CKS86,

(4.20.vi)] implies they lie in the same orbit. In particular, there exists g(u) ∈ GDS0
R so that

N(u) = Adg(u)N . Therefore N(u)qva = g(u)N qg(u)−1va. Since g(u) preserves both Ĩn,q

and N q(Ĩn,q) = Ĩn−q,0, there exist functions g(u)ab , q = q(a) = q(b), so that

(5.4.23) N(u)qva = g(u)N qg(u)−1va = g(u)baN
qvb .

So we have

h2
ab(u,w) :=

{
g(u)ca h

3
cb(u,w) , q = q(a) = q(b) ,

0 , q(a) 6= q(b) ,
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where

(5.4.24) h3
cd(u,w) :=

 Q
(
ζu(w)N q vc , ζu(w) vd

)
, q = q(a) = q(b) ,

0 , q(a) 6= q(b) .

So (5.1.6) yields

(5.4.25) P
(
Υ[h2](u,w)

)
= P

(
Υ[h3](u,w)

)
.

Recall that ζI(w) = exp(XI(w)), with XI(w) taking value in

z ⊂ w =
⊕

e1,...,eρ≥0

g−e1,...,−eρ(u, 0) .

(cf. §2.3, (5.2.5), (5.3.13) and (5.3.16)). In fact, (5.3.6) implies that XI(w) is the component

of X(0, w) ∈ z taking value in

z ∩ ker Yρ
0 = z ∩

⊕
e1,...,eρ−1≥0

g−e1,...,−eρ−1,0(u, 0) ,

and that this intersection is independent of u. Consequently, ζu(w) = expXu(w), with

Xu(w) the component of XI(w) taking value in g0,...,0(u, 0). It follows from Lemma 5.3.14

that

(5.4.26) ε(s, u; 0)ζI(w)ε(s, u; 0)−1 = exp Adε(s,u;0)XI(w) −̂→ expXu(w) = ζu(w) .

Since Q is G–invariant, and ε(s, u; 0) is GR–valued, we have

(5.4.27)
Q
(
ε(s, u; 0)ζI(w)ε(s, u; 0)−1N q va , ε(s, u; 0)ζI(w)ε(s, u; 0)−1 vb

)
= Q

(
ζI(w)ε(s, u; 0)−1N q va , ζI(w)ε(s, u; 0)−1 vb

)
.

Setting

h′ab(s, u;w) :=

 Q
(
ζI(w)ε(s, u; 0)−1N q va , ζI(w)ε(s, u; 0)−1 vb

)
, q = q(a) = q(b)

0 q(a) 6= q(b) ,

(5.1.6), (5.4.24), (5.4.26) and (5.4.27) yield

(5.4.28) P
(
Υ[h′](s, u;w)

)
−̂→ P

(
Υ[h3](u,w)

)
.

On the other hand, by (5.4.1), we have ε(s, u; 0)−1 va = E−1(s, u)ba vb. An analogous

argument yields ε(s, u; 0)−1N qva = D−1(s, u)baN
qvb, for some invertible matrix D(s, u).

On the other hand, as noted after (5.3.11), ε(s, u; 0) preserves both Ĩn,q0 = span{va}q=q(a)

and Ĩn−q,00 = span{N qva}q=q(a). In particular, there exist invertible matrices A(s, u)ca and
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B(s, u)db so that ε(s, u; 0)−1N q vc = A(s, u)caN
q va and ε(s, u; 0)−1 vb = B(s, u)db vd. Conse-

quently,

(5.4.29)

h′ab(s, u;w) =
∑

q=q(c)=q(d)

D−1(s, u)caQ
(
ζI(w)N q vc , ζI(w) vd

)
E−1(s, u)db

=
∑

q=q(c)=q(d)

D−1(s, u)ca h
′′
cd(w)E−1(s, u)db ,

where the Hermitian metric h′′(w) = (h′′ab(w)) is defined by

h′ab(w) :=

 Q
(
N qζI(w) va , ζI(w) vb

)
, if q = q(a) = q(b) ,

0 q(a) 6= q(b) .

So (5.1.6) yields

(5.4.30) P (Υ[hI ]) = P (Υ[h′]) = P (Υ[h̃′′]) .

The desired (5.4.21) now follows from (5.4.22), (5.4.25), (5.4.28) and (5.4.30). �

5.5. Proof of Corollary 1.4.2. Let Ω̂e,B denote the Chern form of Λ̂e → B. It is clear

from (1.3.7) that Ω̂e,B descents to a current Ω̂e,S that represents the Chern form of Λ̂e → S

(as made precise by Theorem 1.4.1). It remains only to show that Ω̂e,S is positive on the

Zariski tangent spaces of S.

Let C̃ ⊂ B be any curve that is transverse to the fibers of Φc
e : B → S. Then for

some index set I the intersection C̃∗ =: C̃ ∩ Z∗I ⊂ Z?W will be a Zariski open set in C̃,

and Theorem 1.4.1 implies that Ω̂e,B

∣∣∣
C̃∗

is well-defined. When applied to ΦI , (1.3.7) yields

Ω̂e,B(ξ) = ‖Φ?
W,∗(ξ)‖2. Whence we have

(5.5.1) deg
(

Λ̂e

∣∣
C̃

)
=

∫
C̃

Ω̂e,B > 0 .

(In particular, the integral is defined.)

Now Φ∗e(Ω̂e,S) = Ω̂e,B and (5.5.1) yield

(5.5.2) deg
(

Λ̂e

∣∣
C

)
=

∫
C

Ω̂e,S > 0

for any curve C ⊂ S. Likewise, the discussion of §5.4.2 (cf. especially Remark 5.4.19) implies

that

(5.5.3)

∫
S

Ω̂d
e,S

> 0 ,

where dim S = d. The positivity of Ω̂e,S now follows from (5.5.2) and (5.5.3).
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6. Proof of ampleness of extended augmented Hodge line bundle

In this section we will prove Theorem 1.3.10: the extended augmented Hodge bundle

Λ̂e → S is ample. We proceed as follows. After recalling some definitions and results

(§6.1), we give a proof of the classical Kodaira embedding theorem (§6.2), that we will

then generalize to establish Theorem 1.3.10 (§6.3). The general strategy is outlined at the

beginning of §6.3.

6.1. Preliminaries. Our working definition of “ample” in §6 is nonstandard:

Definition 6.1.1. Let X be a complex analytic variety of dimension d, possibly singular or

non-reduced. A line bundle L→ X is:

• ample if for any coherent sheaf F → X, there exists mo(F) so that Hq(X,F⊗Lm) = 0

for all q > 0 and m ≥ mo(F);

• free (or semi-ample) if there exists 0 < m ∈ Z such that H0(X,Lm)→ Lmx → 0 is exact

for all x ∈ X;

• big if h0(X,Lm) = Cmd + · · · for some C > 0;

• strictly nef if for any analytic curve C ⊂ X we have L · C = deg
(
L
∣∣
Cred

)
> 0.

Recall the solution to the Grauert–Riemenschneider conjecture:

Theorem 6.1.2 (Demailly [Dem85], Siu [Siu84, Siu85]). Let L→ X be a line bundle on a

compact complex manifold of dimension d. Suppose L admits a smooth Hermitian metric

with the property that the Chern form ω is non-negative (ω ≥ 0) everywhere, and there

exists a point x ∈ X at which ωd > 0. Then L is big.

6.2. The classical Kodaira Embedding Theorem. The goal here is to give a proof

of the classical Kodaira embedding theorem that we will be able to generalize to our set-

ting. We assume throughout this section that X is a compact complex manifold. (This

assumption will be relaxed in §6.3.)

6.2.1. Relationship between ampleness and embeddings.

Theorem 6.2.1 (Kodaira embedding). Let X be a compact complex manifold. A line

bundle L → X is ample (in the sense of Definition 6.1.1) if and only if there exists an

embedding f : X → PN with f∗OPN(1) = Lm.

Proof. Assume L is ample. Let Ix be the ideal sheaf of x ∈ X. Then taking F to be I2
x and

Ix ⊗ Iy, one shows in the usual way [GH94, pp. 180–181] that the embedding exists.

Conversely, if we have such an embedding, then Serre’s FAC [Ser55, n◦66] and GAGA

imply that L is ample. �

6.2.2. Free to ample, with positivity. The point of this section is to prove

Lemma 6.2.2. Let X be a compact, complex manifold and L→ X is a line bundle equipped

with a smooth Hermitian metric such that the corresponding Chern form ω is positive. If L

is free, then L is ample.
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Proof of Lemma 6.2.2. Since L→ X is free, we have a regular map

f : X → PN = PH0(X,Lm)∨ .

Let F be a coherent sheaf on X. The Leray spectral sequence [GH94, §3.5] for X → f(X)

has

(6.2.3) Ep,q2 = Hq(f(X), Rpf (F ⊗ Lm)) ,

and abuts to Hp+q(X,F ⊗ Lm). It follows from Lemma 6.2.4 that Ep,q2 = 0 for any p > 0.

Whence Hp+q(X,F⊗Lm) = 0 for any p+ q > 0. It follows that L is ample (in the sense of

Definition 6.1.1). �

Lemma 6.2.4. Let X be a compact, complex manifold and L→ X a line bundle equipped

with a smooth Hermitian metric such that the corresponding Chern form ω is positive. If

L is free, then the map f : X → PN = PH0(X,Lm)∨ has no positive dimensional fibres.

(Note that f∗OPN(1) = Lm.)

Proof. Suppose that Y ⊂ X were a fibre of dimension k > 0. Then
∫
Y ω

k = c1(L)k[Y ] = 0,

contradicting the positivity of ω. Therefore f is a finite-to-one map. �

6.3. Generalizing Kodaira to Λ̂e → S. Theorem 1.3.10 is a consequence of those prop-

erties of the Chern form Ω̂e of Λ̂e → S established in Theorems 1.4.1 and 5.1.3, Corollary

1.4.2 and §5.5. Following the argument of §6.2, we will first show that Λ̂e → S is free

(§6.3.1–6.3.3), and then deduce from this that Λ̂e → S is ample (§6.3.4). The arguments are

by induction on the dimension of S. We first assume that S is smooth (§6.3.1); then relax to

singular, but reduced (§6.3.2); and finally treat the case that S is singular and non-reduced

(§6.3.3). To simplify notation we write L→ X and Ω in place of Λ̂e → S and Ω̂e. Keep in

mind throughout that Ω is positive (Corollary 1.4.2).

6.3.1. Proof of Theorem 1.3.10: positive to free, assuming smoothness. Assume for the

moment that X is smooth. The Hirzebruch–Riemann–Roch Theorem implies χ(X,Lk) =

Ckd+· · · , with C > 0. Corollary 1.4.2 implies that the domainX(L, h, q) of [Dem12, (8.1)] is

empty when q > 0; then Demailly’s holomorphic Morse inequalities give hq(X,Lk) = o(kd)

for q > 0 [Dem12, (8.2.a)]. Therefore,

h0(X,Lk) ∼ Ckd + · · ·

with C > 0. It follows that Lk → X has a section s when k � 0. Let Y = (s) ∈ |Lk| be

the associated divisor.

Suppose that Y is smooth. By induction on dimension we have that Lk → Y is ample.

Consider the long exact sequence in cohomology determined by the short exact sequence

0 → F ⊗ Lkm s−→ F ⊗ Lk(m+1) −→ F ⊗ Lk(m+1)
∣∣∣
Y
→ 0 .

It follows from hq(Y,F ⊗ Lk(m+1)) = 0 for q > 0 and m� 0, that

(6.3.1) H1(X,F ⊗ Lkm) → H1(X,F ⊗ Lk(m+1))
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is a surjection when m � 0. Therefore the h1(X,F ⊗ Lkm) are non-increasing in m when

m� 0. So the maps (6.3.1) must be isomorphisms when m� 0. It follows that H0(X,F⊗
Lk(m+1))→ H0(Y,F⊗Lk(m+1)) is surjective. Since s(x) 6= 0 for x ∈ X\Y , we may conclude

that Lk → X is free.

It may happen that there exists no smooth and/or reduced Y ∈ |Lk|. So in order

to push this inductive argument through, we have to allow X to be (i) singular, and (ii)

non-reduced. These two arguments are found in §6.3.2 and §6.3.3, respectively.

6.3.2. Proof of Theorem 1.3.10: positive to free, allowing singular. Let us first consider the

case (i) that X is singular.

Lemma 6.3.2. The line bundle L→ X is big.

It follows from Lemma 6.3.2 that h0(X,Lm) 6= 0 for m� 0. This gives the divisor Y , and

if Y is reduced, then we may proceed by induction (as in §6.3.1) to conclude that L → X

is free.

Proof. We wish to show that H0(X,Lm) 6= 0 for some m by applying Theorem 6.1.2. This

theorem requires a smooth base, so consider a desingularization π : X̃ → X. Set L̃ = π∗(L)

and Ω̃ = π∗(Ω). Then Ω̃ ≥ 0, and Ω̃d > 0 on an open subset of X̃. Theorem 6.1.2 implies

(6.3.3a) L̃ is big.

Lemma 6.3.6 and Demailly’s [Dem12, (8.4)] give

(6.3.3b) hq(X̃, L̃m) = o(md) when q > 0 .

The Leray spectral sequence [GH94, §3.5] yields

(6.3.3c) H0(X̃, L̃m) ' H0(X,π∗L̃
m) = H0(X,Lm ⊗ π∗OX̃) .

We have a short exact sequence

(6.3.4) 0 → OX → π∗OX̃ → Q → 0

with Q supported on a subvariety of dimension ≤ d−1. So OX ' π∗OX̃ away from a proper

subvariety; therefore,

(6.3.5a) h0(X,Lm ⊗Q) = cmd−1 + · · ·

Tensor (6.3.4) with Lm, and consider the resulting long exact sequence in cohomology

(6.3.5b) 0 → H0(X,Lm) → H0(X,π∗L̃
m) → H0(X,Lm ⊗Q) → H1(X,Lm) → · · ·

It now follows from (6.3.3) and (6.3.5) that L is big. �
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6.3.3. Proof of Theorem 1.3.10: positive to free, allowing singular and non-reduced. Now

consider the case (ii) that X is singular and non-reduced. It follows from §6.3.2 that

Lred → Xred is free. It remains to deduce from this that L→ X is free.

Lemma 6.3.6. The line bundle L→ X is strictly nef.

Proof. Let C ⊂ X be an analytic curve (as in Definition 6.1.1). Set C̃ = π−1(C) ⊂ X̃, so

that

c1(L)[Cred] = c1(L̃)[C̃red] .

It is a consequence of Corollary 1.4.2 (and the computations of §5.5) that Ω̃ = π∗(Ω) is a

non-negative (1, 1)-form on X̃ with the property that for ξ ∈ TX̃,

Ω̃(ξ) = 0 ⇐⇒ π∗(ξ) = 0 .

It follows that

c1(L̃)[C̃red] =

∫
C̃red

Ω̃ > 0 .

�

Remark 6.3.7. The proof of Lemma 6.3.2 applies here, so that the line bundle L → X is

big.

Lemma 6.3.8. The line bundle L→ X is free.

Proof. We proceed as in §6.3.2. Replacing L by a high power, Remark 6.3.7 implies that

there exists a possibly non-reduced effective divisor Y ∈ |L|. By the inductive assumption,

L→ Y is ample. From the cohomology sequence of

0 → Lm−1
X → LmX → LmY → 0

and h1(LmY ) = for m� 0, we obtain

H1(Lm−1
X ) → H1(LmX) → 0, m ≥ m0 .

Thus the h1(Lm) are non-increasing for m ≥ m0, and for m ≥ m1 we will have

H1(Lm−1
X )

'−→ H1(LmX) .

This gives

H0(LmX) → H0(LmY ) → 0 .

Then, since LY → Y is free, the same will be true for LX → X. �
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6.3.4. Proof of Theorem 1.3.10: free to ample. In the case that X is reduced the linear

systems |mL| for m� 0 give holomorphic (not just meromorphic) maps

ϕm : X → PNm

with

ϕ∗mOPNm (1) = Lm.

By Lemma 6.3.6 no positive-dimensional subvariety of X is contracted by ϕm, so that ϕm
is a finite map and this gives the result in this case.

To give the argument when X may not be reduced we proceed by induction on dimX.

If dimX = 1 the result follows from

deg
(
L
∣∣
Xα,red

)
> 0

where Xα are the irreducible components of X.

Now suppose that dimX = d is arbitrary. Assume, as we may, that X is irreducible.

The exact sequence

(6.3.9) 0 → F → OX → OXred
→ 0

defines the sheaf F. This sheaf admits a filtration whose associated graded sheaves Gr• F are

OXred
–modules. Tensoring (6.3.9) with Lm and using the result h1(OXred

,Gr• F⊗Lm) = 0

for m� 0 in the reduced case leads, by the usual spectral sequence argument [GH94, §3.5],

to h1(X,F ⊗ Lm) = 0 for m� 0.

Appendix A. The Siegel property

It is a consequence of the Schmid’s nilpotent orbit theorems that the image of a local lift

of a one-variable period map at infinity is contained in a Siegel domain (§A.1). This is an

important property. For example, it is a key ingredient in Sommese’s proof that the image

of a (non-constant) one-variable period map is algebraic [Som73]. The obstacle to extending

Sommese’s result to several-variable period maps the is the absence of an analogous “Siegel

property” in this setting. Recently Bakker–Klingler–Tsimerman proved that the local lift

of a several-variable period map at infinity is contained in a finite union Siegel domains

[BKT18], and this property plays a key role in their proof that period maps are Ran,exp–

definable. The purpose of this appendix is to observe that Bakker–Klingler–Tsimerman’s

Siegel property is the best that one can hope for in general: there exist nilpotent orbits that

are not contained (asymptotically) in any single Siegel domain (Claims A.5.8 and A.5.9. Of

course, these nilpotent orbits necessarily depend nontrivially on more than one variable).

A.1. The one–variable case: Schmid’s work. Schmid [Sch73, (5.29)] proved the fol-

lowing:

Theorem A.1.1 (Schmid). Let Φ̃ : H → D be a lift of a one-variable period map Φ :

∆∗ → Γ\D. Given c1, c2 > 0, there exists a Siegel domain D ⊂ D so that Φ̃(z) ∈ D when

|Re z| < c1 and Im z > c2.
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This result is a consequence of the Nilpotent Orbit Theorem and Schmid’s [Sch73, (5.25)].

The latter basically asserts

Proposition A.1.2 (Schmid). Given a one-variable nilpotent orbit θ(z) := θ(zN) · F , the

point θ(
√
−1y) lies in a Siegel domain when y � 0.

So to generalize Theorem A.1.1 to the several-variable case, it appears that it would suffice

to generalize this result of nilpotent orbits to the several-variable case. Unfortunately, the

generalization does not hold.

A.2. Feasibility of generalizing Schmid. The definition (§A.3) of a Siegel domain DP,K

depends on a choice of parabolic subgroup P ⊂ G and maximal compact subgroup K ⊂ G.

Schmid’s statements in [Sch73, §5] are for the case that P is a minimal (rational) parabolic

subgroup P0. These do not generalize:

There exist several–variable nilpotent orbits θ(z1, . . . , zs) on the period do-

main D for Hodge numbers h = (2, 2) for which there exist no (P0,K)–

Siegel domain so that θ(
√
−1y1, . . . ,

√
−1ys) ∈ DP0,K when yj � 0 (Claim

A.5.8).

This is the sense in which Schmid’s Proposition A.1.2 does not generalize. However, there

is another parabolic that, unlike the minimal parabolic, is canonically associated with the

nilpotent orbit: if P is the (in general, non-minimal) parabolic stabilizing the weight filtra-

tion of θ, then one might imagine that the answer to the following question is “yes”.

Given any several–variable nilpotent orbit θ(z1, . . . , zs) on the period do-

main D for Hodge numbers h = (2, 2), are the points θ(z1, . . . , zs) con-

tained in a (P,K)–Siegel domain when |Re zj | is bounded and Im zj � 0?

An affirmative answer to this questions seems to us to be the most natural and plausible

generalization of Schmid’s one-variable result. If it fails, then it seems extremely unlikely

that any generalization of Schmid’s one-variable result will hold (i.e., that it might hold

for another choice of parabolic). Unfortunately, we will see that the answer is indeed “no”

(Claims A.5.8 and A.5.9).

A.3. Siegel domains. Let D be any period domain with automorphism group G. The

definition of a Siegel domain depends on a choice of parabolic subgroup P ⊂ G and maximal

compact subgroup K. Briefly: Let P = UAM ' U×A×M be the Langlands decomposition

of P ; here

• U is the unipotent radical of P ,

• A = exp(a), with a ⊂ p a diagonalizable (abelian) subalgebra,

• Z(A) = A×M is a Levi subgroup,

• both A and M are invariant under the Cartan involution θK determined by K.

Together G = PK and the Langlands decomposition yield the horospherical decomposition

D = U ×A× (MZ)
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where Z = K · ϕ, with ϕ ∈ D satisfying StabG(ϕ) ⊂ K.

Let Σ(u, a) ⊂ a∗ be a choice of simple roots for the action of a on u. We may identify

Σ(u, a) with characters Σ(U,A) on A as follows: given a = exp(ξ) ∈ A, define aα = eα(ξ).

Given t > 0, define

At := {a ∈ A | aα > t , ∀ α ∈ Σ} .

A Siegel domain is any set of the form

DP,K
ω,t,µ := ωAtµ · Z ⊂ D ,

where ω ⊂ U and µ ⊂M are open pre-compact sets. Note that ωAtµ ⊂ UAM = P is open,

so that DP,K
ω,t,µ is open in D.

A.4. Nilpotent orbits. Fix a several variable nilpotent orbit

θ(z) = exp(
∑
zjNj) · F ;

here z = (z1, . . . , zs) ∈ Cs. Let (W,F ) be the associated MHS. Let (W, F̃ = e
√
−1δF ) be

Deligne’s associated R–split MHS, with Deligne splittings

VC = ⊕ Ip,q and gC = ⊕ gp,q ,

and R–split nilpotent orbit

θ̃(z) := exp(
∑
zjNj) · F̃ .

Set

N :=
∑
Nj ,

and

ϕ := exp(
√
−1N) · F̃ ∈ D .

Let K ⊂ G be the maximal compact subgroup containing the stabilizer of ϕ. Let P ⊂ G

be the parabolic subgroup stabilizing the filtration W . If the Na ∈ gQ, then W and P are

defined over Q. Assume this is the case.

Set

G0,0 = {g ∈ G | g(Ip,q) = Ip,q , ∀ p, q} .

Let

N := Ad(G0,0) ·N ⊂ g−1,−1
R

be the G0,0–orbit of N . Then

Lemma A.4.1 ([BPR16]). The nilpotent cone σ is contained in the orbit N . Conversely,

any nilpotent cone τ = spanR>0
{M1, . . . ,Mr} ⊂ N generated by commuting nilpotents Mj

underlies a nilpotent orbit through F̃ .
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A.5. The counter-example: h = (2, 2). There are two types of MHS on the period

domain D for h = (2, 2); that is, there are two types of Hodge diamonds. One is Hodge–

Tate. For the other, the polarizing nilpotent cones are necessarily one dimensional, so that

the associated nilpotent orbits are one-variable. Here Schmid’s Proposition A.1.2 applies:

“eventually” the nilpotent orbit lies in a Siegel domain. We will show that the several-

variable nilpotent orbits of Hodge–Tate type fail to “eventually” lie in Siegel domains

(Claims A.5.8 and A.5.9).

A.5.1. Set-up. Suppose

V = Q4 = spanQ{e1, . . . , e4} .

Define a skew–symmetric bilinear form Q on V by Q(u, v) = utqv, where

q :=


0 0 0 1

0 0 1 0

0 −1 0 0

−1 0 0 0

 .

Let D be the period domain parameterizing Q–polarized Hodge structures on D with Hodge

numbers h = (2, 2). Fix point ϕ ∈ D by

H1,0
ϕ := spanC{ζ1 = e1 +

√
−1e4 , ζ2 = e2 +

√
−1e3} .

Note that the maximal compact subgroup of G containing the stabilizer of ϕ is the group

K of §A.5.1. Then

G = Aut(R4, Q) = Sp(4,R) and K = StabGϕ = U(2) .

The Lie algebras are

g =




a b s t

c d u s

x y −d −b
z x −c −a



∣∣∣∣∣∣∣∣∣∣∣
a, b, c, . . . , z ∈ R


.

and

k = g ∩ so(4) = {X ∈ g | X +Xt = 0}

=




0 b s t

−b 0 u s

−s −u 0 −b
−t −s b 0



∣∣∣∣∣∣∣∣∣∣∣
b, s, t, u ∈ R


.
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A.5.2. A minimal parabolic. Let p0 ⊂ g be the minimal parabolic subalgebra of upper–

triangular matrices. Then p0 = a0 ⊕ u0, where

a0 =


diag(a, d,−d,−a) :=


a 0 0 0

0 d 0 0

0 0 −d 0

0 0 0 −a



∣∣∣∣∣∣∣∣∣∣∣
a, d ∈ R


is the maximal abelian subalgebra of diagonal matrices, and

u0 =




0 b s t

0 0 u s

0 0 0 −b
0 0 0 0



∣∣∣∣∣∣∣∣∣∣∣
b, s, t, u ∈ R


are the strictly upper-triangular matrices. Note that the real rank of g is 2 = dim a0.

Remark A.5.1 (Siegel domains). In this example M0 is the set of diagonal matrices of

the form diag(ε1, ε2,−ε2,−ε1), with εj = ±1. These matrices all act trivially on ϕ. So

U0A0M0 · ϕ = U0A0 · ϕ. Therefore, the (P0,K)–Siegel domains in D are of the form

DP0,K
ω,t = ωA0,t · ϕ ,

with ω ⊂ exp(u0) = U0 an open pre-compact set, and

A0,t := {diag(ea, ed, e−d, e−a) | a, d ∈ R , a− d, 2d > ln t}(A.5.2)

⊂ A0 := exp(a0) ,

with t > 0. Here we are using the simple roots {ε1 − ε2, 2ε2} = Σ(a0, u0) where {ε1, ε2} is

the basis of a∗0 dual to {e1
1 − e4

4, e
2
2 − e3

3} ⊂ a0.

A.5.3. A maximal parabolic. Let p ⊂ g be the maximal parabolic subalgebra stabilizing

spanR{e1, e2}. Then p = u⊕ a⊕m, where

a = spanR{Y = diag(−1,−1, 1, 1)} ,

m =




a b 0 0

c −a 0 0

0 0 a −b
0 0 −c −a



∣∣∣∣∣∣∣∣∣∣∣
a, b, c ∈ R


' sl(2,R) .

and

u =




0 0 s t

0 0 u s

0 0 0 0

0 0 0 0



∣∣∣∣∣∣∣∣∣∣∣
s, t, u ∈ R


.
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Remark A.5.3 (Siegel domains). In this example M = SL(2,R). We have Σ(a, u) = {ε1 +

ε2 = 2ε2}, so that

At = {diag(ea, ea, e−a, e−a) | 2a > ln t} .

A.5.4. Commuting SL(2)’s. Let {e1, . . . , e4} denote the dual basis of V ∗, and set

eji := ei ⊗ ej .

The following two commuting standard triples {N̂+
j , Yj , N̂j} ⊂ g

N̂1 = −e4
1 , Y1 = e4

4 − e1
1 , N̂+

1 = e1
4 ,

N̂2 = −e3
2 , Y2 = e3

3 − e2
2 , N̂+

2 = e2
3 .

determine horizontal SL(2)’s at the point ϕ ∈ D given by

H2,0
ϕ = spanC{e3 −

√
−1e2 , e4 −

√
−1e1} .

The filtration

Ŵ := W (N̂)[−1]

is independent of our choice of N̂ in the cone

σ̂ := spanR>0
{N̂1, N̂2} .

To be explicit

Ŵ0 = Ŵ1 = spanR{e1, e2} and Ŵ2 = VR .

Set

F̂ := spanC{e3, e4} ∈ Ď .

Then (Ŵ , F̂ ) is a MHS polarized by σ̂.17 Modulo the action of G we may assume that

(W, F̃ ) = (Ŵ , F̂ ) ,

and σ̂ ⊂ N . We make this assumption.

A.5.5. Details for G0,0 and N . Any element g ∈ G0,0 is of the form

(A.5.4a) g =

(
B 0

0 B′

)
,

with

(A.5.4b) B =

(
b1 b2

b3 b4

)
and B′ =

1

detP

(
b1 −b2
−b3 b4

)

17If we define Fj ∈ Ď ⊂ Gr(2,C4) by

F1 = spanC{e4 , e2 +
√
−1e3} ,

F2 = spanC{e3 , e1 +
√
−1e4} ,

then the (W (Nj)[−1], Fj) are R–split PMHS.
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invertible 2× 2 matrices. We have

Adg(λ1N̂1 + λ2N̂2) =

(
0 η

0 0

)
,

with

η = B

(
0 −λ1

−λ2 0

)
(B′)−1 = −λ1

(
b1b3 b1b1

b3b3 b3b1

)
− λ2

(
b2b4 b2b2

b4b4 b4b2

)
.

Remark A.5.5. We have

g−1,−1
R = spanR{e4

1 , e
3
2 , e

3
1 + e4

2} .

The boundary of N is the G0,0 orbit of N̂1 = −e4
1. Moreover, the orbit is convex. So our

given nilpotent cone σ ⊂ N , is contained in a nilpotent cone

σ′ = spanR>0
{N ′1, . . . , N ′s} ⊂ N

with N ′j ∈ ∂N . Without loss of generality, we will assume that σ = σ′ and Nj = N ′j . In

particular,

Nj = −rj(e3
1 + e4

2)− pje3
2 − qje4

1 ,

with

(A.5.6a) pj , qj ≥ 0 and r2
j = pjqj .

Moreover, we may assume that N̂1 + N̂2 = −e4
1 − e3

2 ∈ σ. In fact, we assume that

N̂1 + N̂2 =
∑

Nj ;

equivalently,

(A.5.6b)
∑

rj = 0 and
∑

pj = 1 =
∑

qj .

A.5.6. Nilpotent orbits and Siegel sets. It will be convenient to introduce the following

notation. Define

‖y‖2 :=
∑

y2
j and λj :=

yj
‖y‖

,

so that

(A.5.7) yj = ‖y‖λj .

Set

λ = (λ1, . . . , λs) ,

and

Nλ :=
∑

λjNj ,

so that θ̃(
√
−1y1, . . . ,

√
−1ys) = exp(

√
−1‖y‖Nλ) · F̃ . For fixed λ, Schmid’s Proposition A.1.2

asserts that exp(
√
−1‖y‖Nλ) lies in a (P0,K)–Siegel domain if ‖y‖ � 0. (From here it is

straightforward to show that exp(ζNλ) lies in a (P0,K)–Siegel domain if Re ζ is bounded

and Im ζ � 0.) Claim A.5.8 asserts that this fails (when s > 1) if we allow λ to vary.
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Likewise, Claim A.5.9 asserts that θ̃(z1, . . . , zs) fails to lie in a (P,K)–Siegel domain when

the Re zj are bounded and Im zj � 0 (Claim A.5.9).

Claim A.5.8. If s > 1, then there exist no bounds c1, c2 > 0 so that θ̃(z1, . . . , zs) is

contained a (P0,K)–Siegel domain when Re zj bounded and Im zj � 0.

Claim A.5.9. If s > 1, then there exist no bounds c1, c2 > 0 so that θ̃(z1, . . . , zs) is

contained a (P,K)–Siegel domain when Re zj bounded and Im zj � 0.

Proof of Claim A.5.8. We will show that, for all T > 0, there exists no (P0,K)–Siegel

domain containing θ̃(
√
−1y1, . . . ,

√
−1ys) for all yj > T . On the one hand we have

(A.5.10)

θ̃(
√
−1y1, . . . ,

√
−1ys) = exp

√
−1(y1N1 + · · ·+ ysNs) · F̃

= spanC{e3 −
√
−1(
∑
rjyj)e1 −

√
−1(
∑
pjyj)e2 ,

e4 −
√
−1(
∑
qjyj)e1 −

√
−1(
∑
rjyj)e2} .

Set

r(y) :=
∑
rjyj , p(y) :=

∑
pjyj and q(y) :=

∑
qjyj .

On the other hand, elements of U0 = exp(u0) are of the form

ν =


1 β u1 u3

0 1 u0 u2

0 0 1 −β
0 0 0 1


with u1−u2 = βu0. Elements of A0 are of the form γ = diag(ea, ed, e−d, e−a) with a, d ∈ R.

So elements of U0A0 · ϕ are of the form

(A.5.11)

νγ ·H1,0
ϕ = ν · spanC{e3 −

√
−1e2de2 , e4 −

√
−1e2ae1}

= spanC{e3 + (u1 −
√
−1βe2d)e1 + (u0 −

√
−1e2d)e2 ,

e4 + (u3 + βu1 −
√
−1(e2a + β2e2d))e1

+ (u2 + βu0 −
√
−1βe2d)e2} .

Comparing (A.5.10) and (A.5.11), we see that we see that θ̃(
√
−1y1, . . . ,

√
−1ys) will lie in

U0A0 · ϕ if and only if it lies in (U0 ∩G0,0)A0 · ϕ. (That is, ui = 0.) Elements of the latter

are of the form

(A.5.12) νδ ·H1,0
ϕ = spanC

{
e3 −

√
−1βe2de1 −

√
−1e2de2 ,

e4 −
√
−1(e2a + β2e2d)e1 −

√
−1βe2de2

}
.

Comparing (A.5.10) and (A.5.12), we see that

(A.5.13) r(y) = βe2d , p(y) = e2d and q(y) = e2a + β2e2d ,
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and θ̃(
√
−1y1, . . . ,

√
−1ys) will lie in a (P0,K)–Siegel domain when yj � 0 if and only if β is

bounded and there exists t > 0 so that e2a/e2d, e2d > t for yj � 0. Solving (A.5.13) yields

e2d = p(y) → ∞ as yj →∞ (assuming some pi 6= 0) ,

β =
r(y)

p(y)
is bounded ,

e2a/e2d =
q(y)

p(y)
−
(
r(y)

p(y)

)2

.

(Note some pi is necessarily nonzero, else σ = spanR>0
{N̂1} ⊂ ∂N .) The third expression

is a problem. Substituting with (A.5.7), the equations above become

e2d = ‖y‖ p(λ) → ∞ as yj →∞ (some pi 6= 0) ,

β =
r(λ)

p(λ)
is bounded ,

e2a/e2d =
q(λ)

p(λ)
−
(
r(λ)

p(λ)

)2

.

To see the problem with the third equation, consider the case that σ = σ̂; that is, s = 2

and p1 = 1, p2 = 0, q1 = 0, q2 = 1, so that ri = 0. We have r(λ) = 0 and q(λ)/p(λ) =

λ2/λ1 = y2/y1, which may be arbitrarily close to zero regardless of the size of yj . �

Proof of Claim A.5.9. In this case elements of U = exp(u) are of the form

ν =


1 0 u1 u2

0 1 u0 u1

0 0 1 0

0 0 0 1

 .

Elements of A are of the form γ = diag(ea, ea, e−a, e−a) with a ∈ R. And elements g ∈ M
are of the form (A.5.4) with B ∈ SL(2,R). So elements of UAM · ϕ are of the form

(A.5.14)

νγg ·H1,0
ϕ = spanC

{
e3 + u1e1 + u0e2 −

√
−1e2a(B1 ·B2 e1 + B2 ·B2 e2) ,

spanC
{
e4 + u2e1 + u1e2 −

√
−1e2a(B1 ·B1 e1 + B1 ·B2 e2)

}
.

Here B1 and B2 are the first and second rows of B, respectively, and Bi · Bj denotes the

dot product. As in the proof of Claim A.5.8, comparing (A.5.14) with (A.5.11) we see that

θ̃(
√
−1y1, . . . ,

√
−1ys) will lie in UAM · ϕ if and only if it lies in AM · ϕ. (That is, ui = 0.)

Equivalently, if we can solve

(A.5.15) r(y) = e2aB1 ·B2 , p(y) = e2aB2 ·B2 and q(y) = e2aB1 ·B1

for a and B (in terms of y). Moreover, θ̃(
√
−1y1, . . . ,

√
−1ys) will lie in a (P,K)–Siegel

domain when yj � 0 if and only if B(y) is bounded (for this will then force e2a(y) →∞ as

yj →∞).



PERIOD MAPPINGS AND THE HODGE LINE BUNDLE 59

To see that this will fail in general, consider the case that σ = spanR>0
{N̂1, N̂2}. That

is, p = (p1, p2) = (0, 1) and q = (q1, q2) = (1, 0), and r1 = r2 = 0. Then r(y) = 0 implies

B1(y) and B2(y) are orthogonal, and detB(y) = 1 implies 1 = ‖B1(y)‖ · ‖B2(y)‖. Then

‖B1(y)‖4 =
‖B1(y)‖2

‖B2(y)‖2
=

q(y)

p(y)
=

y1

y2

may be arbitrarily large regardless of a lower bound on the yj . That is, there exists no

lower bound c > 0 so that θ(
√
−1y1,

√
−1y2) lies in a (P,K)–Siegel domain when yj > c.

This example extends to the general case that s > 1 and some ri = 0. �
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[Pau18] M. Păun, Singular Hermitian metrics and positivity of direct images of pluricanonical bundles,

Algebraic geometry: Salt Lake City 2015, Proc. Sympos. Pure Math., vol. 97, Amer. Math. Soc.,

Providence, RI, 2018, pp. 519–553.

[PS08] C. Peters and J. Steenbrink, Mixed Hodge structures, Ergebnisse der Mathematik und ihrer

Grenzgebiete. 3. Folge., vol. 52, Springer-Verlag, Berlin, 2008.

[Rob16] C. Robles, Classification of horizontal SL(2)s, Compos. Math. 152 (2016), no. 5, 918–954.

[Sat60] I. Satake, On compactifications of the quotient spaces for arithmetically defined discontinuous

groups, Ann. of Math. (2) 72 (1960), 555–580.

[Sch73] W. Schmid, Variation of Hodge structure: the singularities of the period mapping, Invent. Math.

22 (1973), 211–319.



62 GREEN, GRIFFITHS, LAZA, AND ROBLES
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